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ABSTRACT

Solar and geomagnetic activity drives certain changes in magnetospheric condi-
tion and results in coupled effects that modify thermospheric and ionospheric pa-
rameters. Such parameters are mainly the atmospheric density distribution, electron
content, ionospheric current system, ionisation rates, and the conductivity gradient
and reference height of D-region ionosphere. These changes and associated effects
vary with the timescale of solar activity cycle. The direct implication of the vari-
ability of atmospheric temperature (T ) and density (ρ) on space probes in low Earth
orbit (LEO) include increase in atmospheric drag leading to accelerated orbital de-
cay with grave consequences for satellite operation in the near-Earth space. In the
first part of this thesis, we perform a study of solar forcing (space weather) induced
perturbations of thermospheric T and ρ at an altitude of 400-450 km and the conse-
quential atmospheric drag on LEO satellites to understand both long and short-term
atmospheric variability and the resultant increase of satellites’ nominal aerodynamic
drag. The goal of the study is to quantitatively estimate drag-induced orbital de-
cay (on the satellites) at different phases of the solar cycle and during intervals of
strong geomagnetic perturbations and storms condition. In modeling drag effect on
the orbit of two hypothetical LEO satellites (SAT-BCI and SAT-BCII) with differ-
ent ballistic coefficients initially at 450 km, we found that the mean annual decay
rate of the satellites during the peak of 23rd solar maximum was almost twice that
of 24th maximum phase. SAT-BCI decayed by 48±2 km/year and 25±7 km/year
during solar maximum in 2000-2002 and 2012-2014 respectively, whereas SAT-BCII
decayed by 62±1 km/year and 31±10 km/year respectively in those years. How-
ever, a LEO satellite initially at h=450 km could experience a decay rate of up to
41±19 km per year during solar maximum and 11±6 km per year during the solar
minimum. These rates also depend on a satellite’s ballistic coefficient and the solar
activity. The thermospheric T and ρ range is about 915-1470 K and 1.15×10−12 -
14.70×10−12 kg/m3 during the maxima, and about 756-1212 K and 0.31×10−12 -
3.59×10−12 kg/m3 during the minimum phase. These defines the condition in near-
Earth space environment through which the satellites traversed. Using a modified
density model, we also found that dominant corotating interaction region-induced
effect on the satellites orbit could result in additional decay rate of up to 3 km/year
during the declining phase of solar activity or solar minimum. We showed that
intervals of strong density perturbations and additional heating from geomagnetic
storms can result in an additional 60% decay in each event. This impact could vary
depending on the severity and duration of the event. We then implemented our new
drag model on real LEO satellites and simulated known decay profile of the Chal-
lenging Mini-satellite Payload (CHAMP), the Gravity field and steady state Ocean
Circulation Explorer (GOCE) and the International Space Station (ISS). We also
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studied the effects of drag on an interplanetary mission spacecraft, the Mangalyaan
Mars Orbiter (MMO). We found that the results of our simulations compared well
with those of actual decay parameters. This provides a justifications for the theo-
retical consideration used in the model. In the second part of the thesis, we perform
a study of geomagnetic storm-induced magnetosphere-ionosphere dynamics in mid-
latitude (40◦-54◦) D-region (60-90 km) using VLF radio signal. The aim of the study
is to understand VLF signal characteristics that are related to storms driven iono-
spheric changes, for efficient probing of solar-induced changes in lower ionosphere.
We analysed the trends in variation of ‘characterised’ metrics of signal amplitude
under varying degree of geomagnetic storm conditions. We found that the trends in
variation generally reflected the prevailing space weather conditions at various time
scales. In particular, ‘dipping’ of VLF mid-day signal amplitude (MDP) occurs
following geomagnetic perturbed or storm conditions in the time scale of 1-2 days.
The MDP signals that showed no dipping scenario include some cases of propaga-
tion paths-matched and mismatched increase of the signal. While the mismatched
increase of the signal may be related to distinct characteristics of each propagation
path and X-ray flux-induced spike in amplitude, the matched increase appeared to
be influenced by M-class flares concurrent with storm events, and delayed responses
of the local ionosphere to storm effects. The mean signal before sunrise (MBSR)
and mean signal after sunset (MASS) also exhibit storm-induced dipping, but they
appear to be influenced by the individual event’s exact occurrence time, and the
highly variable conditions of dusk-to-dawn ionosphere. The magnitude of induced
dipping (or rise) appear to significantly depend on the intensity and duration of
event(s) as well as the propagation path of the signal. Also, the post-storm day sig-
nal (following a main event, with lesser or significantly reduced geomagnetic activity)
exhibited a tendency of recovery to pre-storm day level. The trends in variation of
the sunrise terminator (SRT) and sunset terminator (SST) mostly favoured post-
storm rise in signal amplitude levels but required further investigation because such
variations could be propagation path dependent, and detailed modeling is required
to understand these phenomena.
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Chapter 1

Introduction

The body of knowledge resulting from several decades of research in space and
planetary sciences have unequivocally confirmed that the sun is not only the main
source of energy but also the dominant driver of magnetosphere-thermosphere-
ionosphere dynamic processes in the geo-space environment. With core and surface
temperature of about 1.56 × 107 and 5800 K respectively, the sun releases enor-
mous amount of internally generated energy into the interplanetary space through
energetic phenomena such as solar wind streams, solar flares, prominence eruption,
coronal mass ejections (CMEs), etc. Like every other planets in the solar system,
the Earth is a target of the emissions from solar energetic events, mainly energised
particles (plasma) and electromagnetic (EM) radiations. When accelerated in the
heliosphere (usually with supersonic speed), the complex interaction between solar
emissions and the Earth’s magnetosphere produces disturbances in the near-Earth
space environment that often result to a number of interrelated phenomena, includ-
ing geomagnetic storms and magnetospheric substorms, solar particle events, shock
waves and corotating interactive region (CIR) in solar wind, and interplanetary
magnetic field (IMF) variation (Lastovicka, 1989, 1995; Zurbuchen and Richardson,
2005; Gopalswamy, 2009). The principal features resulting from the interaction of
Earth’s magnetic field with the solar wind plasma is depicted in Figure 1. The sun
also exhibits periodicity in its activity (e.g., 11-year activity circle that includes a
minimum and a maximum phase, and 27-day rotation period), which also influences
the evolution, frequency, intensity and impact of solar energetic events and associ-
ated phenomena. The resultant dynamic, variable conditions in the near-Earth and
space environment due to both periodic and aperiodic solar phenomena is referred to
as space weather. Space weather condition can affect the performance and reliability
of space- and ground-based technology (usually interdependent) including effects of
accelerated orbital decay for low Earth orbit (LEO) satellites due to increase in atmo-
spheric drag, degradation of satellite sensor and solar array, and precision of Global
Positioning System (GPS) measurement, single event effects (SEEs) in satellites’

1
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Figure 1.1: The principal features of the solar wind plasma (or energetic events) interac-

tion with the Earth’s magnetic field (Adapted from Hunsucker and Hargreaves, 2003).

electronic components, spacecraft charging, radiation threat to crew and astronauts
of high-flying aircraft, and geomagnetic induced current (GIC) that can damage
electric power grids and cause accelerated corrosion of oil and gas pipelines (Baker,
2000; Gopalswamy, 2009; Nwankwo, 2010; Jibiri et al., 2011). Even services that
rely on these technology (e.g., communication, navigation, meteorology, defense,
etc.) can be severely affected. Therefore, studies that enhance our understanding of
sun-magnetosphere-ionosphere system are critical and of practical importance be-
cause space application systems are designed to operate in the ionospheric plasma
environment, even as societal, economical and technological dependence on satellites
(and space technology) is increasing with unmatched precedence.

The magnetosphere-ionosphere system plays a key role in conveying solar-induced
geoeffective phenomena. Despite there large distances apart, solar and magneto-
spheric disturbances are usually conveyed to the ionosphere arena via the magnetic
field of the Earth, making the regions (magnetosphere and ionosphere) physically
coupled into one global system. The magnetosphere is the cavity formed by Earth’s
magnetic field when the solar wind interact with and is deflected by the magnetic
field. The ionosphere is the ionised component of Earth’s atmosphere (60-800 km),
mainly created by solar extreme ultraviolet (EUV) and X-ray, and impact of charged
particles. There is a coupling effect in the magnetosphere-ionosphere system (driven
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by solar forcing mechanisms), which also modifies ionospheric parameters such as
atmospheric density distribution, total electron content (TEC), ionospheric current
system, ionisation rates, and conductivity gradient and reference height of the D-
region (Wait, 1959; Wait and Spies, 1964; Mitra, 1974; Buonsanto, 1999; Burke,
2000; Simoes et al., 2012). Other sources of ionospheric variability include plane-
tary, thermosphere and troposphere tides, and stratospheric warming (Pancheva et
al., 2008; Forbes et al., 2009; Obeheide et al., 2009; Zhang at al., 2010a; Hagan
and Forbes, 2002; Leonard et al., 2012; Goncharenko et al., 2012; Chen et al., 2013;
Polyakov et al., 2014). This thesis focuses on the effects of solar forcing (space
weather) on two specific space regions viz. the upper ionosphere (thermosphere)
and the lower ionosphere (mainly the D region), and LEO satellites’ nominal aero-
dynamic drag.

1.1 Background and motivation of the study

In low Earth orbit (also corresponding to the upper ionosphere), atmospheric
drag is the strongest force perturbing the orbit and motion of satellites. Nominal
atmospheric drag on LEO satellite is usually enhanced by solar forcing induced vari-
ation in thermospheric temperature and density profile. Accelerated drag scenario
can cause difficulty in identification, tracking, manuvering of satellites, and prema-
ture re-entry. It can also induce uncertainties in predicting re-entry of satellites
and other natural space debris (Klinkrad, 1999; Mark et al., 2005; Doornbos and
Klinkrad, 2006; Xu et al., 2011; Walterscheid, 1989). Solar forcing induced varia-
tions of the atmospheric density and the consequent satellites’ orbital decay have
been studied by several authors (e.g., Walterscheid, 1989; Klinkrad, 1999; Doornbos
and Klinkrad, 2006; Kim et al., 2006; Pardini et al., 2009; Hausleitner et al., 2007;
Xu et al., 2011; Chen et al., 2012; Leonard et al., 2012; Lei et al., 2013). Walterscheid
(1989) studied the effects of solar cycle on the upper atmosphere and its implications
on satellite drag, and estimated the lifetime of satellites in LEO (at 500 km) to be
about 30 years under solar cycle minimum conditions and only 3 years under the
solar maximum conditions. Chen et al. (2012) studied the effects of CIR- and CME-
induced geomagnetic storm condition on thermospheric densities and spacecraft or-
bits. They reported that CME-induced storms can cause large thermosphere density
variations and consequent orbital decay rates than CIR-induced storms during its
main phase. However, the mean thermospheric density changes and orbital decay
during the entire period of CIR storms could be comparable or larger than those of
CME-induced storms in each case (Chen et al., 2012). This is because perturbations
from CIR-induced storms persist longer (up to a week or more) than those induced
by CMEs (about 1 day) (Tsurutani et al., 2011; Verkhoglyadova et al., 2013). Sim-
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ilarly, Lei et al. (2013) investigated the impacts of solar forcing on thermospheric
densities and spacecraft orbits from CHAMP and GRACE satellites’ data for CME-
and CIR-induced geomagnetic storms during September 15-27 and November 19-22
2003. Their findings were consistent with those of Chen et al. (2012). Although
quite insightful, these studies (e.g., Chen et al., 2012; Lei et al., 2013) mainly relied
on satellite drag data i.e., in-situ mass spectrometer, accelerometer and temperature
measurement aboard particular satellites (e.g., CHAMP and GRACE), and focused
on short-term drag effect during particular storm events. Studies relating to long-
term impact of space weather condition on LEO satellites have, therefore, not been
fully explored. Whereas Walterscheid (1989) provided a fair estimate of the lifetime
of satellites in LEO with respect to the solar cycle, the calculations were based on
approximated phase (maximum and minimum) values of solar and geomagnetic in-
dex (e.g., solar radio flux (F10.7) and planetary A (Ap) index). In today’s space era
with efficient satellite-based data (achieved for several decades) and well-developed
atmospheric models with increasing sophistication, modeling (and/or studying) the
long-term evolution of space weather-induced effect on low Earth orbiting satellites
(LEOSs), based on day-to-day solar and geomagnetic data will be instructive and
resourceful. Such models or simulations could supplement existing scientific theory
and experimentation, and provide resources for forecast, situational awareness and
impact mitigation. Also, accurate prediction of satellite’s lifetime and re-entry is
vital for satellite operation in near-Earth space environment (Kwak et al., 2011;
Chen et al., 2012) and largely depend on a good knowledge of atmospheric density
profile. Many atmospheric models have been developed (and more are being devel-
oped) over the years with good approximation (e.g., Jacchia-71, CIRA-72, DTM-77,
Jacchia-77, MSIS-77, GOST-84, MSIS-83, CIRA-86, MSIS-86, TD-88, MSISe-90,
DTM-94, DTM-2000, NRLMSISE-00, JB2006, JB2008). While the improvements
in atmospheric density model have been unprecedented, concerns about the accuracy
of the models remain, due to the difficulties associated with modeling the individ-
ual effects of various solar forcing mechanisms, which causes fluctuations in neutral
and ionized density. Therefore, efforts towards further improvement have continued.
Against these backdrops, the first part of this thesis is well motivated. It focuses on
developing new drag model that incorporate a widely used empirical model of the
atmosphere to simulate and quantitatively estimate LEOSs decay rate at different
phases of the solar cycle as a function of day-to-day solar and geomagnetic parame-
ters. The work also include implicit modification to the atmosphere density model
used in this work, to better include the effect of an under-represented solar forcing
mechanism (the CIR) for improved drag calculation/estimation.

The lower ionosphere also responds to prompt changes in solar energetic events,
due to solar flare associated bursts in EUV, X-ray and relativistic particles (Mitra,
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1974; Bounsanto, 1999; Alfonsi et al., 2008), delayed changes, related to geomag-
netic storm conditions with time scale from several hours to 1-3 days (Lastovika,
1996; Bounsanto, 1999; Kutiev, 2013), as well as periodic changes with time scales
of several days to months, and those of several solar cycles (Alfonsi, 2008; Kutiev,
2013). The ionosphere also exhibits diurnal and seasonal (e.g. summer/winter)
variations (Miller and Brace, 1969; Zhang et al., 1999). Solar-induced ionospheric
phenomena in the upper atmosphere are well studied with the help of satellites in
orbit, but probing related phenomena in the lower ionosphere is quite challenging,
because the region is not wholly accessible to satellites. Many studies explored one
or combination of observational and experimental tools or techniques to investi-
gate the coupling effects of the magnetosphere and ionosphere in lower ionosphere,
including ground-based Global Navigation Satellite system (GNSS) receivers, ver-
tical and oblique sounding, Riometers, incoherent scatter radars (e.g., EISCAT),
coherent scatter radars (e.g., Goose Bay radar, SuperDARN), very low frequency
(VLF) radio waves, ground-based magnetometers, etc. (e.g., Greenwald et al., 1995,
1996; Honary et al., 1995; Lastovicka, 1996; Wild et al., 2003; Danilov and Las-
tovicka, 2001; Goldstein et al., 2005; Ruohoniemi and Greenwald, 2005). The VLF
radio waves (in the 3-30 kHz) is proving to be useful and efficient in studying space
weather induced changes in lower ionosphere (e.g. Araki, 1974; Kikuchi and Evans,
1983; Kleimenov et al., 2004; Peter et al., 2006; Clilverd et al., 2010; Kumar and
Kumar, 2014), as well as changes from other atmospheric and lithospheric sources
(e.g., Hayakawa et al., 1996; Molchanov et al., 1998; Clilverd and Rodger., 1999;
Soloviev et al., 2004; Chakrabarti et al., 2005, 2010). The signal is sensitive to
changes in the electrical conductivity of the lower ionosphere (Prolss, 2004; Alfonsi
et al., 2008). This characteristic makes it an ideal tool for probing solar-induced
variable conditions in the ionosphere, especially the D region. Hence, it has been
widely used by many researchers to study changes in the atmosphere. Many of the
studies are related to flare/X-ray flux induced changes in the ionosphere. There
is a characteristic increase in diurnal VLF signal amplitude, as well as phase en-
hancement during solar events such as solar flares and gamma ray bursts (GRBs).
The signal can also be significantly affected by geomagnetic disturbances and storms
induced ionosphere perturbations (Kikuchi and Evans, 1983). While the response
of the signal’s amplitude and phase (especially during daytime) are well correlated
with X-ray flux induced sudden ionospheric disturbances (and well studied), geo-
magnetic storm-induced disturbances are often not immediately detectable on the
signal’s signature.

Besides, the response of VLF signal to geomagnetically induced ionospheric dis-
turbances significantly depend on the propagation characteristics of signal propa-
gation path, and the signal mode interference significantly depends on ionospheric
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conditions at the time, propagation paths and energetic electron precipitation level
on the ionosphere due to the magnetic storm, which also depends on geomagnetic
latitude. Kikuchi and Evans (1983) reported the occurrence of VLF phase anomaly
associated with sub-storm of 13 November 1979 in trans-auroral propagation path.
Peter et al. (2006) also reported significant depression of VLF signal amplitude
magnitude in mid-latitude during storms of 7 April 2000 and 31 October 2003 that
was later observed in lower latitudes. However, the statistical significance of the
observed effect and/or responses need to be verified because the studies considered
few particular storms, mostly of super-storm category (Dst > -250). Inclusion of
several storm cases with varying degree of disturbance index over an extended pe-
riod of time is vital to understanding geomagnetic footprint in the D-region. Also,
the signatures of VLF dawn, daytime and dusk signal have distinct characteristic,
and controlled by the local ionospheric conditions (mainly the solar related) at the
time. An analysis that maximises the characteristics of the signal regiments could
be elucidating, but have not been fully explored in previous studies. Therefore, in
the second part of this thesis, we perform a diagnostic study of geomagnetic dis-
turbances or storm-induced ionospheric changes in mid-latitude D region using the
VLF signal characteristics. In a new and more efficient approach we characterise the
diurnal signature of the signal’s amplitude into a reasonable metrics, and analyse
the trends in variation of the signal metrics during geomagnetic storm conditions
(including pre-storm and post-storm conditions) to understand signal behaviour
that are attributable to geomagnetic storms-induced variations in the region of the
ionosphere.

1.2 Specific objectives of the study

In particular, we study (1) solar forcing induced variations of thermospheric
temperature and density (at an altitude of 400-450 km) and the consequential ac-
celerated orbital decay (due to increase in atmospheric drag) on satellites in the
region and (2) perform a diagnostic study of geomagnetic storm-induced ionospheric
changes in mid-latitude D-region (60-90 km) using VLF radio signal. The specific
objectives of the study are:

1. To understand solar forcing induced variability of thermospheric density and
temperature profile and their implications on LEO satellites’ normal aerody-
namic drag for quantitative estimation (by simulations) of atmospheric drag-
induced satellites’ orbital decay at different phases of the solar cycle and during
interval of strong geomagnetic perturbations using appropriate atmospheric
density and drag models.
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2. To understand VLF signal propagation characteristics or behaviour that are
related to geomagnetic storms-driven magnetosphere-ionosphere dynamics in
mid-latitude D-region ionosphere (besides the well known X-ray flux induced
amplitude increase and phase enhancement of the signal) for efficient probing
of solar-induced changes in lower ionosphere.

1.3 Scientific contribution of the research reported in this

thesis

1. We developed a new drag model that incorporated NRLMSISE-00 empirical
atmosphere model, as a function of appropriate solar parameters, to simulate
the orbital decay profile of two hypothetical LEO satellites (due to atmospheric
drag) at different phases of the solar cycle and during interval of strong geo-
magnetic disturbances or storm conditions.

2. We identified a solar forcing mechanism (the corotating interactive region,
hereafter CIR), whose effects are usually under-represented in atmospheric or
drag model, and include an implicit modification that fairly accounted for
CIR-induced effect on thermospheric density and drag in the utilised models.

3. We implemented our new drag model on real satellites orbit, such as the Chal-
lenging Mini-satellite Payload (CHAMP), the Gravity field and steady state
Ocean Circulation Explorer (GOCE), the International Space Station (ISS)
and an interplanetary space mission, the Mangalyaan Mars Orbiter (MMO).
We then compare the outcomes with the utilised methods.

4. In a new and more efficient approach, we characterised the amplitude of the
diurnal signature of VLF radio signal into certain metrics, namely, mid-day
amplitude peak (MDP), mean signal amplitude before sunrise (MBSR), mean
amplitude after sunset (MASS), sunrise termination (SRT) and sunset ter-
minator (SST), and perform a diagnostic study of solar-induced ionospheric
changes in the lower ionosphere. The parameterised metrics enabled more
accomplished and profound analysis of the signal’s response to geomagnetic
induced variations on the D-region ionosphere, thereby enhancing our under-
standing of how aspects of the diurnal signal responds to such changes.
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1.4 Outline of the thesis

The thesis consists of six Chapters and presented as follows: First we introduced
the subject in the present Chapter. Then we discuss types of Solar activity and the
geospace environment based on existing literature. We then present the first part
of the work on effects of Space weather-induced increase in atmospheric drag on
low Earth orbiting satellites, and summarise the drag model implementation on real
satellites orbits. We present the second part of our work on the study of geomagnetic
storm induced changes on the D-region ionosphere in mid-latitude using the VLF
radio signal. We then we summarize our findings.

In Chapter one, the background, specific objectives, motivation and scientific
contribution of the thesis are presented in detail. In Chapter two, relevant literature
in the area of study are reviewed in detail including the Sun, solar atmospheres, en-
ergy source of the Sun, solar activity and activity cycle, solar energetic events such
as the solar wind, solar flares, coronal mass ejections (CMEs), prominence erup-
tions, Earth’s magnetosphere and atmosphere, the ionosphere, and the atmospheric
responses to solar energetic events leading to space weather condition.

Chapters three and four describe the work done in the first part of the thesis. In
Chapter three we present the work on space weather induced increase in atmospheric
drag on LEO satellites including the description of the upper atmospheric density
model used in this work, and the analysis of atmospheric drag force, model of CIR-
induced effects on atmospheric drag and satellites orbit. The presented results in
the Chapter include satellites orbital decay profile at different phases of the solar
cycle and during interval of strong geomagnetic disturbances or storms. In Chapter
four, we present the results of the implemented drag model on real satellite orbit
such as CHAMP, GOCE, the ISS and MMO.

In Chapter five, we present the second part of the thesis on probing geomagnetic
storm induced dynamic changes of the ionosphere via magnetosphere-ionosphere
coupling. Here, detailed description of the following are presented: the propaga-
tion characteristic of VLF radio signal in Earth-ionosphere waveguide, VLF signal
detection mechanism of sudden ionospheric disturbances, and the results relating
analysis of trends in variation of signal amplitude under varying degree of geomag-
netic disturbances and storm conditions, and statistical analysis of the signal during
for extended period of time with several storm cases.

Finally, in Chapter six, we present the summary and conclusion of the work.



Chapter 2

Solar activity and the geospace environment

2.1 The Sun at a glance

The Sun is a typical main-sequence star of spectral class G2 with mass M⊙
of 1.989 × 1030 kg (3.33 × 105ME), mean density of 1427 kg/cm3 (0.255ρE), and
equatorial radius and circumference of 6.957 × 105 and 4.379 × 106 km, respectively
(109.2ME). The sun radiates energy at a constant rate of 3.90 × 1026 J/s. This
distinct and steady energy (mainly emitted in form of visible and infra-red radiation)
from the sun’s photosphere, when integrated over certain wavelength band, gives the
solar luminosity (L⊙) in that band. Figure 2.1 shows the image of the sun taken
at different wavelengths. The sun exhibits a differential rotation. Different parts of
the sun rotate at different angular speeds e.g., points on the solar equator have a
sidereal period of about 25 days and points further north or south at latitude of 30◦

to 60◦ have periods of around 26-30 days. The period is more than 35-36 days at the
poles (also see, Green and Jones, 2004). The sun is mainly composed of hydrogen
(about 74%), helium (25%) and various metals that make up less than 0.1% of its
mass. Nuclear fusion is the main process by which the sun generate energy in its
core. This generated energy flows out of the core to solar surface by processes of
radiation, conduction and convection while passing through the respective layers -
photosphere, chromosphere and corona.

2.1.1 Solar atmosphere

Although the solar surface appears to have abrupt and clear edge when visually
observed, an actual surface does not exist. The sun’s observable surface is a thin,
semi-transparent shell of hot gaseous ball; optically thin region from which orig-
inating photons travel freely through space (Carroll and Ostlie, 1996; Green and
Jones, 2004). Solar atmosphere (that makes up the photographic image) emanates

9
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Figure 2.1: The sun at different wavelengths. (a) Visible light, (b) blue light (393 nm),

(c) Ultraviolet light (30.4 nm), (d) Extreme ultraviolet 17.1 nm, (e) Extreme ultraviolet

(19.5) and (f) Extreme ultraviolet (28.4): Courtesy NASA
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from a range of depths - the photosphere (about 500 km thick), chromosphere (2000
km thick) and corona, which extends several solar radii out into space. The in-
ternal structures of the Sun and its atmosphere is shown in Figure 2.2. The solar
atmosphere is directly observable using space probes and/or telescopes, but informa-
tion on the solar interior is largely theoretical and based on solar models, because
telescopic probing of the sun is limited to its atmospheres, and satellites cannot
withstand the extreme temperature of the sun’s inner parts. The photosphere,
chromosphere and corona are briefly described below.

The Photosphere

The photosphere is the innermost layer of the solar atmosphere. This layer is
about 500 km deep, and its temperature varies between 4500 k and and 6500 K.
However, its mean temperature is ∼ 5800 K. The study of the magnified view of
localised photospheric regions showed an arrangement of bright cell-like granules
covering the photosphere that is now understood or referred to as solar granulation.
Each granule is about 1000 km across and last for about 5-10 minutes. The gran-
ules are known to be the top of rising columns of hot materials (traveling upwards
at about 1 km/s), and radiating its thermal energy away. The hot materials are
subsequently cooled in the dark portion between granules and sinks down into the
solar interior. Radiation is the dominant mechanism for energy transport in the
photosphere.

The Chromosphere

The chromosphere is the portion of the solar atmospheres that lies immediately
above the photosphere, extending upward for nearly 2000 km. The chromosphere
was initially identified by studying eclipse, which has continued to play a key role in
its scientific probe (Green and Jones, 2004). Investigation have shown that gas den-
sity in this region drops by a factor of about 104 and that temperature increases with
increasing altitude, from about 4400 K to about 25,000 K. Restricted observations
(using filters) of the wavelengths of emission lines produced in the chromosphere (the
hydrogen Balmer lines (Hα) in particular) makes it possible to see quite interesting
and appreciable structure in this region of solar atmosphere, including supergranu-
lation that becomes clearly seen on scales of 30,000 km, and showing the progressive
effects of the masked convection zone. Studies (Doppler) have shown presence of
convective velocities on the order of 0.4 km/s, with gases rising at the centres of
the supergranules and sinking at their edges. The presence of vertical filaments (the
spicules) have also been observed, which extends upwards from the chromosphere
for about 10,000 km. Up to 30,000 spicules have been estimated to exist at any given
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moment (with each granule having a lifetime of about 15 minutes). Mass motions
are present in spicules, with materials moving outward at about 20 km/s (Carroll
and Ostlie, 1996). Temperature rises rapidly above the chromosphere, exceeding 106

K before the temperature gradient becomes evenly distributed.

The Corona

The corona is the Sun’s outer atmosphere, which extends out into the space for
several solar radii. This region is transparent to most electromagnetic radiation
because of its very low density. The photographs taken during eclipses and/or
from measurements using a coronagraph are used in gauging coronal extent. Such
photographs show that the structures of the corona changes with time and solar
activity (e.g., sunspot number); the corona is more active with streamers spreading
in all directions (looking almost circular) during high solar activity, but less active
and elongated at the Sun’s equator during solar minimum activity. The spectrum
of the corona shows spectral lines (from ions) that indicates plasma temperatures
of 2-3 × 106 degrees that emits X-rays which can also be observed from rockets and
satellites. Another important feature observable in X-ray images of the corona is
a coronal hole. Coronal holes occur mainly in regions of ‘open’ magnetic field lines
- they are regions where the solar magnetic field opens outwards to interplanetary
space. Here, solar corona is darker, cooler, and has lower-density plasma than
average because of lower energy and gas levels. The dark areas around the Sun in
Fig. 2.1f are examples of coronal holes. The size and shape of the hole changes
with time (and seems to fragment) and then merged together again. Coronal holes
are thought to be the main source of the solar wind (especially the high speed solar
wind). For further readings, see, Carroll and Ostlie (1996, 2007), Green and Jones
(2004), Prolss, 2004, Meyer-Vernet (2007).

2.1.2 Source of energy of the Sun

The Sun generates energy in its core (a hot dense plasma) through nuclear fusion.
In this process, nuclei of relatively low mass (mainly hydrogen) are fused together
to form nuclei of relatively greater mass (mainly helium). Consequently, this energy
flows from the photosphere by radiation through the radiative layer, by convection
(in the chromosphere) through the convective layer, and then by radiation (in the
corona) (see, Figs. 2.2 and 2.3). The energy-release process in the Sun is quite
complicated. We describe the more dominant one, i.e., the ppI (proton-proton) chain
process, assumed to be the Sun’s predominant radiant energy source. The nuclei
involved in the chain (ppI) are the hydrogen nuclides 1

1H and 2
1H (deuterium) and
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Figure 2.2: Internal structure and the atmosphere of the Sun (web.utah.edu/astro/

sun.html)

the helium nuclides 3
3H and 4

2H. Other components that involved include γ-rays,
Positrons (e+) and Neutrinos (v). The steps involved in the ppI chain processes
are shown in the equations to follow. In the process, four protons are consumed
and a helium nucleus (with 2 protons and 2 neutrons) is produced along with two
positrons, two neutrinos and two γ-rays. The overall effect of the chain is as follows
(Prolss, 2004):

1H+ 1H −→ 2H+ e+ + νe(0.25MeV ), 1.2MeV (2-1)

2H+ 1H −→ 3eH + γ, 5.5MeV (2-2)

3He + 3He −→ 4He + 21H, 12.9MeV (2-3)

The first two reactions occur twice and create the input products for the third
reaction. Each ppI chain reaction is associated with annihilation of two positrons,
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Figure 2.3: Cross section of the Sun showing energy transfer layers (from Prolss, 2004)

and the release of more γ-rays, that are subsequently the source of most of the
Sun’s electromagnetic radiation. Energy in the form of kinetic energy (of the nuclei
or particles that are formed) is also released in the process. The kinetic energy of
a particle is redistributed to other particle in random movement in the plasma, and
ultimately the energy is converted into the thermal energy of the plasma.

2.1.3 Solar activity and the Solar cycle

Solar activity describes all forms of output from the sun including light, solar
wind, and energetic events and particles, which vary with time and position on
the Sun. The sunspot, a transient phenomenon seen as dark patches against pho-
tospheric bright background on the Sun, is viewed as the main indicator of solar
activity. Individual sunspots are large, relatively cool regions of the photosphere
with temperature of 3700-4500 K (against the surrounding photospheric tempera-
ture of about 6000 K), having lifetime of few weeks (usually not more than a month).
A typical sunspot is shown in Fig. 2.4. The darkest portion of the sunspot is called
the umbra, surrounded by the penumbra, a filament-like structure. Sunspots are
associated with intense magnetic fields. Magnetic field strengths of several thou-
sand gauss have been measured in the centre of umbral region, with field strength
decreasing across penumbra region (Carroll and Ostlie, 1996). The strength and
polarity of magnetic fields can be measured by observing the Zeeman effect. Hence,
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Figure 2.4: The sunspots showing the umbra and penumbra (Royal Swedish Academy of

Sciences)

measurements of polarisation showed that the direction of umbra magnetic field is
vertical, and assuming horizontal across the penumbra. Sunspots are usually located
in groups (with tendency to occur in pairs), in which a dominant sunspot leads one
or more sunspots in the direction of rotation. Also, measured magnetic fields show
that the two members of a sunspot pair have opposite polarities. Observations made
over the past two centuries have shown that the number of sunspots vary periodi-
cally, moving from minimum count to maximum in approximately every 11 years.
This characteristic is known as the solar cycle or solar activity cycle. Essentially,
there are more numbers of sunspots during the solar maximum phase than there
are during solar minimum. The average latitude of sunspot formation also exhibit
this periodicity with 11-year timescale. Figure 2.5 shows the solar cycle variation in
the number of sunspots (lower panel) and the average latitude of sunspot formation
(upper panel), also known as the butterfly diagram. A sunspot relative number (also
known as Wolf number) which considers the sunspot size and its relation to other
spots or an active region can be used to account for the statistical appearance of
sunspots, and given as (Kallenrode, 2001; Prolss, 2004)

R = k(10g + f), (2-4)

where g is the number groups of the spots, f is the number of single spot, and k is
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a normalisation factor to standardise the observations.

During an 11-year cycle, a lead sunspot will normally have the same polarity in
one hemisphere (e.g., a north pole in the geographic northern hemisphere). On the
other hand, a lead sunspot in another hemisphere will have the opposite polarity
(e.g., a south pole in the southern hemisphere), while trailing sunspots have opposite
polarity. The polarities of the lead sunspots reverses during the next solar cycle -
the sunspot with a magnetic south polarity will lead the northern hemisphere and
one with a magnetic north leading the southern hemisphere. There is also a global
polarity reversal following this local polarity reversal in which the Sun’s overall
dipole field changes, such that the magnetic north pole of the Sun switches from the
geomagnetic north pole to the geographic south pole. Due to this polarity reversal
(which always occurs during solar/sunspot minimum) the Sun is said to have a
22-year cycle (from magnetic field polarity view point). Some other phenomena
are also associated with sunspot activity (e.g. plages), and participate in the solar
activity circle. However, sunspots are more easily observable than others. Generally,
the regions of heightened magnetic field on the photosphere are normally probable
locations of various solar energetic events. Such regions are called active regions.
For further readings, see, Carroll and Ostlie (1996, 2007), Green and Jones (2004).

2.2 Solar energetic events

2.2.1 Solar wind and its properties

Solar wind is the continuous outflow of streams of energized charged particles
from the Sun, primarily protons and electrons with small mixture of α particles
(He2+). The velocity of the solar wind ranges between 170 km/s and more than
3000 km/s, with mean speed of about 400-500 km/s. Fast and/or high-speed solar
wind streams (Vsw > 600 km/s) and their slow-speed streams counterpart (Vsw <
400 km/s) have been identified, emanating from different coronal origin. The slow
solar wind originates from coronal streamers, an active region associated with closed
magnetic fields structures and high densities. The high-speed (with low density)
solar wind originates from the coronal holes, a region located over open magnetic
fields lines such as the polar caps (Alurkar, 1997; Kallenrode, 2001; Prolss, 2004;
Meyer-Vernet, 2007; Golub and Pasachoff, 1997, 2010; Crammer, 2009). The solar
wind is supersonic and takes about 3-4 days to reach the Earth. The density,
temperature and velocity of the solar wind vary, but the particle flux is relatively
constant and may fluctuate by less than a factor or two about its mean. The various
components of the solar wind have different temperature. This systematic variations
in the temperature are found to be coupled to the velocity of the solar wind (Prolss,
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Figure 2.5: solar cycle variation of daily sunspot area averaged over individual solar

rotation (D. Hathaway, NASA/MSFC)
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2004). The typical temperature of the slow-speed solar wind is about 0.3 × 105

K though the mean temperature of the high-speed solar wind is about 2.3 × 105

K. The Sun constantly loses mass through the solar wind with an average energy
per proton that is about a tenth of the gravitational biding energy near the solar
surface. However, due to the efficient thermal conductivity, the temperature stays
high out to large distances, and near 10R⊙ the thermal energy exceeds the binding
energy. Therefore, the outer corona evaporates, and matter from below moves up
to replace the lost mass (Parker, 1997; Schijver and Zwaan, 2000). The Sun’s mass
loss rate can be estimated from the following equation if the particle flux is known
(Prolss, 2004).

dMs

dt
= npumH4π(1AU)2 > 109kg/s, (2-5)

Thus, the Sun loses more than a million tons of mass each second through the solar
wind. The energy density of the solar wind is determined by the flow motion. Hence,
the energy flux of the solar wind (to a good approximation) is given by,

ϕE
sw(1AU) ≃ npu(mHu

2/2) ≃ 0.5mW/m2, (2-6)

To estimate the total energy loss to the Sun from the solar wind, the work performed
by the motion of the particle against the solar gravitational attraction must be
accounted for. The potential energy is given by,

Epot ≃
∫ ∞

Rs

mHgsdr = GmHMs/Rs, (2-7)

The flux associated with this potential energy is,

ϕE
pot ≃ npuEpot ≃ 0.9mW/m2, (2-8)

Therefore, the total energy expense of the Sun to the solar wind is given by the
equation below:

(ϕE
sw + ϕE

pot)4π(1AU)2 ≃ 4× 1020W. (2-9)
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Mechanisms of solar wind flow

We will describe the large-scale structure of the solar wind using the jetlines
that form Archimedean spirals with various curvature, determined by the local wind
velocity (see, Fig. 2.6). The flow within a given sector is prevented from penetrating
into adjacent sector by the interplanetary magnetic fields, which is rooted in and
borne by the solar wind. Contact discontinuities form at the sector boundaries that
separate and tend to isolate the individual sectors, and the jetlines at the boundaries
also flexes and adjust to the different adjacent flow profiles, leading to formation
of rarefaction and compression regions (see Kallenrode, 2001; Prolss, 2004). In this
propagation mode the trailing high-speed solar wind ‘sweeps through’ the slow solar
wind along their common sector boundary, and the fast solar wind is decelerated by
the trailing slow wind with the two flows parallel to, and increasingly perpendicular
to the sector boundary within their unperturbed regions. As the wind propagates
to large distance away from the Sun (outside the Earth’s orbit), the curvature of the
jetlines becomes huge that the normal component of the relative velocity between
the respective solar wind flows, such that the boundary reaches ‘supermagnetosonic’
range. In relation to the sector boundary, the leading flow (in front) is due to the
low speed solar wind and the flow behind is from the high-speed solar wind, with
relative velocities in the supermagnetonic values. This flow scenario could result in
formation of two shocks (one on each side of the sector boundary), recognised as
‘forward’ and ‘reverse’ shock (Kallenrode, 2001; Prolss, 2004).

Corotating interaction region (CIR)

Because the source regions (coronal holes and streamers) of the two different
solar wind streams (high- and low-speed) rotate with the Sun, the stream-stream
interaction region leading to compression of the solar wind plasma on the forward
propagating edge of the high-speed, as well as compressed magnetic field, and the
shocks, all propagate in association with the solar rotation (forming an interface
between low and high speed solar plasma). This compressed region of high density is
known as a corotating interaction region (CIR) and shown in Fig. 2.7. The CIR can
cause geomagnetic storms when the region interacts with the Earth’s magnetosphere
(Prolss, 2004; Borovsky and Denton, 2006; Tsurutani et al., 2006; Burns et al.,
2012), especially when the embedded magnetic field has negative Bz (Prolss, 2004).
CIR and associated particles and effects are frequently observed at intervals of solar
rotation (27 days) and dominates the solar minimum phase of the solar cycle. The
solar wind speed is also known to vary with geographical latitude. At high latitudes,
the solar wind flows with a very high velocity (about 750-800 km) and relatively low
density (about 3 protons/electrons per cm3), but with slower and denser solar wind
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Figure 2.6: View of solar wind structure in the ecliptic plane (from Prolss, 2004)

Figure 2.7: Formation and propagation of corotating interaction region in the solar wind

(from Prolss, 2004)
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at low latitudes (Kallenrode, 2001; Prolss, 2004).

2.2.2 Solar flares, CMEs and prominences

Solar flares

Solar flares are strong, momentary release of great amount of magnetic energy
from the Sun with the potential of heating up materials to many millions of degrees
or Kelvin (more than 107 K). The duration of solar flare is usually ≤ 1 hr, and
localised (about ≤ 0.1R⊙), with energy release up to 1025 J (Kallenrode, 2001;
Green and Jones, 2003; Prolss, 2004). The eruption flare from the Sun is shown
in Fig. 2.8. EM radiation and energetic particles are released during solar flare
from regions that often lie between sunspot pairs (or, within sunspot group), and
sometimes in active regions where sunspots are not present. Hence the frequency of
solar flares also exhibit solar cycle variation (Green and Jones, 2003; Prolss, 2004).
Solar flares are easily observed in the light of the Hα and CaII lines, but also
in γ-ray and radio parts of the spectrum (Schrijver and Zwaan, 2000; Kallenrode,
2001; Green and Jones, 2003; Prolss, 2004). Whereas EM radiation is emitted over
a range of wavelengths, the dominant emission is the X-ray and EUV (Golub and
Pasachoff, 1997, 2010; Schrijver and Zwaan, 2000; Kallenrode, 2001; Green and
Jones, 2003; Prolss, 2004). X-ray levels are routinely monitored by satellites such as
the Geostationary Operational Environmental Satellite (GOES) (also see Manckol
and Veireck, 2016).

One of the probable mechanisms that accounts for flare radiation from the Sun
is shown in Fig. 2.9, described in Prolss (2004) as a loop-like magnetic flux tube
from the Sun that extends out into the corona. The energy released by reconnec-
tion process results to strong acceleration of charged particles at the tip of the flux
tube. The particles are then injected into the chromosphere during which the elec-
trons emit synchrotron radiation at radio wavelengths along the trajectory. This is
thought to be responsible for the spontaneous rise in intensity usually observed as
a spike in X-ray flux signature. When the electrons strike the denser gases of the
chromosphere, they become decelerated by collision and consequently produce emis-
sion by bremsstrahlung in the EUV and ‘had’ X-ray range (in particular) leading
to rapid increase in the short wavelength emission. Hard X-rays are photons with
energies between a few 10 keV and a few 100 keV and wavelength below 0.2-0.1 nm.
Also, the precipitating protons with energies of several 10 MeV can simultaneously
trigger nuclear emission in the γ range, and/or release neutrons and positrons at
higher energies. Strong ionisation and heating of the ‘local’ gases occur due to the
thermalisation of the incident energetic particles in the chromosphere. The intensity
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Figure 2.8: Solar flares (NASA)

Figure 2.9: Solar flare emission components and their probable locations (from Prolss,

2004)
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of this heating leads to the evaporation of the chromosphere as plasma into the coro-
nal extension of the flux tube. In the mean time, the hot plasma of the tip region
(simultaneously created by the acceleration of the particles) heats the adjacent base
regions such that the whole flux tube is ultimately filled with ionised hot gas at a
very high temperature (10-100 million K). This scenario (thermal bremsstrahlung
of the plasma) is thought to be responsible for increase of the EUV and soft X-ray
radiation (with wavelength beetween 0.1 and 10 nm) accompanying the sponta-
neous phase of flare emission. The Hα radiation may be attributed to the direct
excitation of chromospheric hydrogen from the thermalisation of the incident en-
ergetic particles, as well as to the emission stimulated from the recombination of
ionised hydrogen. During this process the hot plasma in the coronal magnetic flux
tube (with energy of several KeV) maintains a continuous contact with the chro-
mosphere. The energy released by/during solar flares accelerate particles (in the
direction of denser solar atmosphere (downwards) as well as into the interplanetary
space along the magnetic field lines that have been opened by the reconnection
processes) (Prolss, 2004; Gopalswamy, 2009; Golub and Pasachoff, 2010). The ac-
celerated particle beams (often in pulsating manner) excite the background plasma
of the corona leading to oscillations (Langmuir) at the local plasma frequency that
is usually recorded in form of Type III radio emission at the Earth (Schrijver and
Zwaan, 2000; Kallenrode, 2001; Prolss, 2004).

A solar flare is ranked based on its X-ray output, and classified according to
the order of magnitude of the peak burst intensity (I), measured at the Earth in
0.1 to 0.8 nm band; B = I < 10−6W/m2, C = 10−6I < 10−5W/m2, M = 10−5I
< 10−4W/m2, X = 10−4IW/m2 (also see Golub and Pasachoff, 2010 and references
therein; Nwankwo et al. 2016). A and B categories are very small flares, added below
C to recognise that such flares occur very often during any phase of the solar cycle.
C flares are stronger and more frequent (especially during solar maximum) but have
fewer noticeable consequences on Earth compared to M and X. The M category
is medium in size while X flares are extreme. Relating to their geoefficiency, the
M-class can cause brief radio blackouts (especially in the Earth’s polar regions),
and the X-class can trigger global radio blackouts and long-lasting radiation storms
(Also see NOAA1).

Coronal mass ejections

One other important source of geoeffective solar wind is the coronal mass ejec-
tions (CMEs). A CME is a large-scale, high-mass, eruptions of plasma from the
Sun, which propagates into the interplanetary space. The phenomena originate
from active and/or filament regions of closed magnetic field, with eruptive promi-
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Figure 2.10: (a) A CME erupted from the lower right of the Sun on 2 Dec. 2003 (Credits:

ESA/NASA/SOHO) (b) a powerful CME occurred on 8 Jan. 2012. The broad front of

the particle cloud had already expanded to about 120 degrees when this image was taken.

Here the Sun itself has been enlarged about 50% and superimposed on the background

image to cover the coronagraph’s occulting disk. The occulting disk blocks out the Sun’s

bright light so that the fainter structures in the corona can be observed (images are from

the STEREO spacecraft)

nence forming the inner core of many CMEs (House et al., 1981; Gopalswamy, 2004,
2006; Gopalswamy et al., 2009). CMEs are powered by strong or large-scale con-
centration and reorganisation of the coronal magnetic field (Kahler, 1992; Gosling,
1994; Golub and Pasachoff, 2010). It is believed that CMEs contribute up to 10%
to the whole solar wind mass loss by estimation of their mass and frequency of oc-
currence (Stix, 2002; Golub and Pasachoff, 1997, 2010; Schrijver, 2000). The rate
of CME is solar cycle dependent. The daily CME rate (averaged over Carrington
Rotation period of about 27.3 days) increases from one every other day during so-
lar minimum to more than six per day during solar maximum (Gopalswamy et al.,
2009). The mean mass ejected during a CME could be up to 1013 kg, kinetic energy
of about 1025 J, and mean velocity ∼400-500 km/s (also, see Hundhausen et al.,
1972; Golub and Pasachoff, 1997, 2010; Kallenrode, 2001; Prolss, 2004). The an-
nual average width (angular span) range of CMEs is about 47◦ to 61◦ (Yashiro et al.,
2004; Gopalswamy, 2006), for CMEs with width ≤ 120◦. Halo CMEs (≥ 120◦) are
excluded from this estimate because their true width is unknown. Halos are those
that appear to surround the occulting disk of the coronagraph, and can originate
from the frontside or on the backside of the Sun (Gopalswamy et al., 2009). Satellite
images of CMEs are shown in Fig. 2.10(a-b).

However, values of these parameters have been modified over the years because
CME properties have been largely studied with observational data from various
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satellites since the advent of the Seventh Orbiting Solar Observatory (OSO-7) satel-
lite in 1971. The OSO-7 recorded about 27 CMEs between September 1971 and July
1974 for about 19.5 months before the end of its mission (also see Tousey, 1973); the
Skylab recorded about 110 CMEs between 1973 and 1974 for 227 days (also see Mac-
Queen at al., 1974); the Solarwind coronagraph on board P78-1 recorded about 1607
between 1979 and 1985; the Solar Maximum Mission (SMM) recorded about 1206
during 1980 and 1984-1989 (also see MacQueen et al., 1980) and the Large Angle
and Spectrometric Coronagraph (LASCO) on board Solar and Heliospheric Obser-
vatory (SOHO) recorded about 8000 CMEs between 1996 and 2003 (see Brueckner
et al., 1995; Gopalswamy, 2004). These details were first compiled by Hundhausen
(1997) and updated by Gopalswamy (2004). However, only after the advent of the
SOHO/LASCO mission that uninterrupted and uniform CME data became avail-
able (Gopalswamy et al., 2009). The properties of CMEs are mainly characterised
by observational and statistical studies using data from various space probes. As
more data became available statistical values fluctuated (slightly) e.g. their mean
speed have been given as 470 km/s, 460 km/s, 350 km/s and 482 km/s in statisti-
cal studies with data from Skylab, Solwind, SMM and LASCO/SOHO respectively
(e.g. Gopalswamy, 2004). About 4 years later (in 2007), the CME mean speed
calculated from SOHO data was updated to 435 km/s as data increased from about
8000 to 1441 points (e.g. Mittal and Narain, 2009). So do CME ejected mass, rate,
width, kinetic energy, acceleration and central angle position also fluctuate (also, see
Gopalswamy et al., 2009 and references therein). However, the CMEs speed ranges
from a few km/s to more than ∼3000 km/s (up to 3387 km/s) (Yashiro et al., 2004;
Goplswamy, 2009), and also show a solar cycle variation. The mean speed during
solar minimum is less than 300 km/s, and nearly 600 km/s during solar maximum.
Also, depending on its speed, CMEs take about less than a day to a maximum of six
days to reach Earth (Gopalswamy et al., 2009). CMEs have positive acceleration at
the onset but eventually suffers a retarding ‘drag’ force. This drag force is given by
the following equation (Cargill et al., 1996; Gopalswamy, 2004; Mittal and Narain,
2009).

Fd = CdAρ− Vcme − Vsw − (Vcme − Vsw). (2-10)

where, Cd is the drag coefficient, A is the surface area of the CME, ρ is the plasma
density, Vcme is the CME speed and Vsw is the solar wind speed. The solar wind
speed is negligible close to the Sun.

The CME height-time profiles reflected a combination of various propelling and
retarding forces viz. the accelerating, constant-speed and decelerating profile. While
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the accelerating profile indicated that the propelling force is active in pushing the
CME outward, the constant-speed and decelerating profile suggested that the re-
tarding forces either balance or exceed the propelling force (Gopalswamy, 2004).

Geoefficiency of CMEs

CMEs propagate into the solar wind and drive shocks, which in turn accelerates
solar energetic particles (Gosling, 1993; Reames, 1999; Gopalswamy, 2009), and
also deflect the galactic cosmic rays (GCRs) entering the heliosphere from outside
(Gopalswamy, 2009 and references therein). CME propagation in the interplan-
etary space has important consequences. When the eruption is directed towards
the Earth, its impact and interaction with the Earth’s magnetosphere causes geo-
magnetic storms and other associated phenomena, especially when the embedded
magnetic field has southward components (Prolss, 2004; Gopalswamy, 2006). Ge-
omagnetic storms can cause a large-scales disturbances and adverse consequences
in the geospace environment. The size, speed, direction and density of a CME,
and the strength of embedded magnetic field generally determine the intensity and
impact of a geomagnetic storm. The evolution and propagation features (special
population) of CMEs that produces geoefficiency, and their distinct effects are pre-
sented in detail in Gopalswamy (2006, 2009). CMEs are associated with a number
of phenomena including solar flares and prominence eruptions (Munro et al., 1979;
MacQueen, 1985; Low, 1994, Golub and Pasachoff, 1997, 2010; Gopalswamy, 2004).
Prominences and solar flares will be discussed below. Other CMEs associated phe-
nomena include H-alpha flare ribbons, moreton waves, dimming, arcade formation,
X-ray and EUV ejecta, EUV wave transients, metric radio bursts, magnetic clouds,
interplanetary radio bursts (Gopalswamy, 2004). These phenomena are essentially
observed as motion, wave and electromagnetic radiation.

Prominence eruption

Prominences are often observed as bright arches against a dark background (seen
beyond the solar limb) with temperature of about 104 K harboured in surrounding
hot corona of temperature 106 K. When projected on the solar disk, they appear
like a filament nearly vertical on solar surface, reaching a height of 0.03-0.07 R⊙
(Alurkar, 1996). Filaments are long, winding dark feature caused by huge clouds
of relatively cool gas held above the chomosphere by magnetic forces (Green and
Jones, 2003; Golub and Pasachoff, 2010). Prominences are formed in the regions of
sunspots and are thought to be visible when the hotter coronal material condenses
in the presence of magnetic fields. In prominence eruption, dense clouds of materials
suspended above the Sun’s surface by the magnetic fields are spontaneously released
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over the course of a few minutes to some hours. Flare-induced shock can potentially
cause prominence activation, and loop prominences are sometimes observed several
hours after a major flare, and often associated with solar protons (Alurkar, 1996
and references therein).

2.3 Earth’s magnetosphere and atmosphere

2.3.1 The magnetosphere

The bulk of atmospheric responses to the induced forcing by solar energetic
events are mainly triggered by the interaction between emitted EM radiations and
energetic particles with the Earth’s magnetosphere. The Earth’s magnetosphere
has been described in Chapter 1, but also pictured as the surrounding region of the
Earth in which its magnetic fields dominate the behaviour of electrically charged
particles (mainly protons, electron and ions) (Lang, 2011). Usually, hot, high-speed,
and magnetised solar wind (with embedded energetic particles and magnetic field)
collide and interacts with the Earth’s magnetic field at a distance of about 6-10RE

on the dayside (facing the Sun), pushing the fields in and compressing its outer
magnetic boundary. This scenario forms a shock wave, recognised as the bow shock.
The bow shock is formed because the solar wind flow is supersonic, in a motion
that has been compared to the flow of air around a supersonic aircraft (Lang, 2011).
The size, shape and behaviour of the magnetosphere are essentially controlled by
the varying properties of the solar wind plasma and the attached magnetic fields
(McPherron et al., 2008; Lang, 2011). The Earth’s magnetosphere is shown in Fig.
2.11.

After the formation of the bow shock, the solar wind encounters and flows around
the boundary between the solar wind and the magnetosphere called the magne-
topause, and the magnetic field embedded in the solar wind merges with that of the
Earth, stretching out into a long magnetotail on the nightside of the Earth. The
magnetic field approximately points towards the Earth in the northern half of the
tail and away in the southern part. At the centre of the tail (where the opposite
magnetic orientations lie next to each other) the magnetic field strength drops to
zero value so that currents can flow (Lang, 2011). However, the energetic charged
particles can penetrate the magnetosphere and become trapped within the magne-
tosphere. These regions of trapped energetic particles lie approximately at distances
1.5 and 4.5 Earth radii, and known as the Van Allen radiation belts, named after
James A Van Allen (1914-2006) who discovered the region in 1958 (Hunsucker and
Hargreaves, 2003; Lang, 2011). The inner belt consists mainly of proton with ener-
gies exceeding 100 MeV, and the outer belt consisting mainly electrons with range
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Figure 2.11: The Earth’s magnetosphere. When solar wind encounters and interacts with

the Earth’s magnetic field, it compresses its sun-ward side to a distance of about 6-10RE ,

creating a supersonic shock wave known as the Bow Shock. Although its exact length is

not know, the solar wind drags out the night-side of the inner magnetosphere to probably

1000RE , an extension that is known as the Magnetotail. The Magnetopause is the outer

boundary of Earth’s confined geomagnetic field. (Credit: Aaron Kaase/NASA/Goddard

(Adapted))
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of energies 0.1-10 MeV. The trapped particles exhibit three types of motions: (i)
they gyrate around a line of geomagnetic field, (ii) bounce back and forth along the
line of force between mirror points, and (iii) gradually drift longitudinally around
the Earth (Hunsucker and Hargreaves, 2003). The solar magnetic field can open
up the Earth’s magnetic field when two fields (embedded magnetic field in solar
wind streams and the solar magnetic field) points in opposite directions where they
intercept. This scenario connects the two fields in the process known as magnetic
reconnection. The process can create a channel in Earth’s magnetic field through
which particles can flow (and/or exchanged)(Cowley et al. 2003; Lang, 2011).

2.3.2 The Atmospheric profile of the Earth

The atmosphere can be conveniently described by its pressure, density, temper-
ature and composition. However, it is mainly based on its variation in temperature
with height (Hunsucker and Hargreaves, 2003; Prolss, 2004). Different regions of the
atmosphere are recognised as ‘spheres’ and the boundaries between them as ‘pauses’.
The factors that play significant role in atmospheric temperature variations include
direct absorption of solar radiation, heating of the lowest air layers by the Earth’s
surface, and re-absorption of atmospheric infrared radiation primarily reflected from
atmospheric water vapour (Prolss, 2004). The typical height profile of temperature,
pressure, and mass density in the Earth’s atmosphere is shown in Fig. 2.12.

The troposphere is the lowest region of the atmosphere (extending up to about
10 km). Here the temperature falls off with increasing height at the rate of 10 K
per km. The upper boundary of the troposphere is the tropopause at the height
of 10-12 km. Above this region is the stratosphere (reaching up to about 50 km)
and its upper boundary (the stratopause), the temperature rise again in this region
due to absorption of solar UV radiation (usually at wavelength above 242 nm) by
the trace gas ozone. The region above the the stratosphere is the mesosphere.
Temperature decreases again in this region, reaching a minimum at the boundary
(the mesopause) at 80-85 km. Here, the mean temperature in the region is about
160-180 K, but under extreme conditions lower temperatures (less than 120 K) have
also been measured (also see Hunsucker and Hargreaves, 2003; Prolss, 2004). In
the thermosphere (above the mesosphere and mesopause) the temperature increases
drastically, principally due to the heating (and absorption) by solar EUV radiation.
At heights above 200 km atmospheric temperature approaches somewhat constant
value known as thermospheric temperature and typically about 1000 K. Atmospheric
pressure and mass density are significantly determined by atmospheric temperature.
The atmosphere is also composed of various major species (oxygen and nitrogen)
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Figure 2.12: Height profile of temperature, pressure, and mass density in the Earth’s

atmosphere (from Prolss, 2004)

Figure 2.13: The atmospheric composition (from Hunsucker and Hargreaves, 2003)
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and minor species (water, carbon dioxide, oxides of nitrogen, ozone and alkaline
metals). The atmospheric compositions for a typical temperature profile is shown
in Fig. 2.13.

Hydrostatic equilibrium in the atmosphere

Atmospheric temperature, pressure, density, and composition are dependent, and
determine much of the behaviour of the atmosphere. These properties can be related
by the universal laws, and can be written in the form (Hunsucker and Hargreaves,
2003):

P = nKT, (2-11)

n is the number of molecules per unit volume or number density. Atmospheric
pressure and density decreases with increasing altitude. This height variation is de-
scribed by the hydrostatic equation (or barometric equation). The pressure variation
with height is given by,

P = P0exp(−
h

H
), (2-12)

where, P is the pressure at height h, P0 is the pressure where h=0, and H is the
scale height given by,

H =
KT

mg
. (2-13)

Here, K is the Boltzmann’s constant, T is the absolute temperature, m is the mass
of single particle of the atmospheric gas, and g is the acceleration due to gravity. If
T and m are constant, H is the vertical distance over which n fall by a factor of e,
and defines the thickness of an atmosphere. If the gas is hotter or lighter, then H

is greater, which implies that the atmosphere is thicker.

Using the Eqn. 2-11, the hydrostatic equation may be written in the form,

P

P0

= exp(−(h− ho)

H
) = e−z, (2-14)

where, P=p0 at the height h=h0, and z is the reduced height defined by,
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z =
(h− h0)

H
. (2-15)

The hydrostatic equation can also be written in terms of the density (ρ) and the
number density n. The equation is the same in terms of P , ρ, and n if T , g, and m
are constant over one scale height, since n/n0 = ρ/ρ0 = P/P0. More detail about
the hydrostatic equation can be found in Hunsucker and Hargreaves (2003).

2.3.3 The Ionosphere

The ionosphere is the ionised component of the upper atmosphere. It is com-
posed of three distinct space regions viz. the D (60 km to 90 km), E (100 km to
160 km), and the F (from 160 km up to 400 km). The F region often splits into
two layers, namely, F1 and F2. The vertical profiles of the ionosphere are shown in
Fig. 2.14. The existence of the ionospheric layers are primarily due to ionisation (of
atmospheric gases such as N2, O2 and O) by UV radiation and X-ray wavelength
(Kelley, 1989; Hunsucker and Hargreaves, 2003; Prolss, 2004; McRae and Thomson,
2004; Raulin et al., 2006; Heikkila, 2011) and isotropic cosmic rays. Another impor-
tant process in the ionosphere is recombination, which occurs when free electrons
are captured by positive ions, and react with other gaseous species to produce other
ions. Hence, the net concentration of free electrons (electron density) depends on
the relative speed of the production and loss processes (Hunsucker and Hargreaves,
2003). Therefore, ionisation and recombination controls the overall electron density
at any instant. The high rate of ionisation in the day time makes the D region
ionosphere highly active (with mean daytime electron density of 108 - 1010 per m).
However, its density falls significantly at night largely due to rapid recombination at
the altitude. The E region (with mean daytime electron density of several times 1011

per m3) also exhibits the same dynamics as the D region but ionisation state persists
longer in the region due to low rate of recombination. Hence, the reflection of signals
appear to occur at the bottom of the nighttime E region (Han and Cummer, 2010a
and references therein). The F region with electron density of 1011-1012 per m3, is
present both day and night; air density and recombination rate is very low in the
region, such that ionisation persists in the nighttime (also, see, Mimno, 1937; Poole,
1999; Prolss, 2004). The dynamics of ionospheric species in different regions have
been described in detail (e.g. see, Hunsucker and Hargreaves, 2003; Prolss, 2004).
The terms rate of change of electron density is expressed by the continuity equation
(Hunsucker and Hargreaves, 2003):
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∂N

∂t
= q − L− div(Nv), (2-16)

where, q is the production rate (per unit volume), L is the rate of loss by recombi-
nation, and div(Nv) expresses the loss of electrons by movement, v is their mean
drift velocity.

Considering a representative ionisation and recombination reaction and neglect-
ing movements,

X + hv = X+ + e, (2-17)

from the law of mass action, at equilibrium,

[X][hv] = constant× [X+][e], (2-18)

where the square brackets indicate concentrations. Therefore, since [e] = [X+] for
electrical neutrality,

[e]2 = constant× [X][hv][X+]. (2-19)

The intensity of ionising radiation changes with the Sun’s elevation during the
day, causing the electron density to respond to the variation of dominant [hv], but
the source of the radiation (e.g. the Sun) is absent at night so that the electron
density falls dramatically. The electron density changes with altitude, as well as
the intensity of ionising radiation (which increases). However, the concentration of
ionisable gas [X] decreases with height (Hunsucker and Hargreaves, 2003).

In general, the parameters of ionospheric layers are prone to strong fluctuations
by phenomena of various sources such as solar and geomagnetic activity, planetary
and tidal waves, thermospheric tides and stratospheric warming (Pancheva et al.,
2008; Leonard et al., 2012; Chen et al., 2013; Goncharenko et al., 2012; Polyakova et
al., 2014), and the ranges of typical daily values have been given as (Prolss, 2004);

Maximum ionisation density (nm)⋍ 1-30 × 1011/m3

Height of the maximum (hm)⋍ 220-400 km
Layer thickness ⋍ 100-400 km, and
Column density (Ne)⋍ 1-10 × 1017/m2
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Figure 2.14: Vertical profile of the ionosphere (from Hunsucker and Hargreaves, 2003)

However, effects at different heights, locations or latitudes vary in development,
depending on time and intensity (of driving force). Ionospheric signature variations
also reflect different mechanisms and aspects of solar and other induced phenomena
(Nwankwo et al. 2016).

2.4 Space weather: atmospheric responses to Solar ener-

getic events

The variability of the solar wind (especially those of the ubiquitous solar wind
and CMEs) and associated high-energy charged particle flux (including those accel-
erated by solar flare events) form an important channel of solar activity influence
on the Earth’s atmosphere. Associated phenomena (or effects) in the near Earth
and interplanetary atmosphere include the variability of the IMF, Earth crossings of
the IMF sector boundary (heliospheric current sheet), shock waves and interaction
regions in the solar wind, modulation of galactic cosmic ray fluxes (including ground
level events and forbush decreases), solar particle events, relativistic electron precip-
itation events (including highly relativistic electrons), geomagnetic storms, magne-
tospheric substorms, etc. (also see, Lastovicka, 1989, 1996). These phenomena are
often interrelated and their effects on the atmosphere (and heliosphere) sometimes
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overlap each other. Geomagnetic storms are the leading driver of large-scale coupled
magnetosphere-ionosphere dynamics in the geospace environment. They are mainly
products of strong variations in solar wind conditions via energy transfer. The ini-
tiation of geomagnetic storms is largely favoured by conditions of sustained periods
of high speed solar wind, and a southward IMF (Lastovicka, 1989; Baker, 2000;
Borovsky and Denton, 2006; Kozyra et al., 2006; McPherron et al., 2008; Tsurutani
et al., 1995, 2006, 2011). The impact of Earth-directed CMEs and CIRs, with their
embedded magnetic fields on the magnetosphere has direct consequence of producing
geomagnetic storms and associated phenomena (Gosling and Pizzo, 1999; Borovsky
and Denton, 2006; Lang, 2011; Tsurutani et al., 2006, 2011; Burns et al., 2012;
Verkhoglyadova et al., 2013). CME-induced geomagnetic storms are often large,
more geo-effective and frequent during solar maxima, while CIR-induced storms
are usually less intense and dominates the solar minima. However, more energy is
transferred (or, deposited) in the magnetosphere during CIR-induced storms over
a characteristic longer duration (a week or more) in comparison to CME-induced
storm scenario (lasting about 1 day) (Tsurutani et al., 2011; Verkhoglyadova et al.,
2013). The disturbances induced by solar flares on the Earth’s atmosphere are less
severe than their geomagnetic storms counterpart, and mainly consist of additional
(or enhanced) ionisation produced by EUV radiation, X-ray emission and/or some-
times the energetic particles. The abrupt increase in atmospheric ionisation rate,
often referred to as sudden ionospheric disturbance (SID), leads to sudden (and sig-
nificant) change in the reflection conditions for radio waves that are usually observed
as abrupt shifts in the received frequency, amplitude and phase (Prolss, 2004). The
increase in electron density, especially in the D region that are produced by hard
X-ray causes short-term attenuation of radio waves. Such conditions (SID) also
increase the conductivity of the ionosphere and consequently trigger sudden intensi-
fication of ionospheric electric currents together with their associated magnetic field
disturbances (Prolss, 2004).

Strong geomagnetic storms can also produce significant voltages and currents
in near-earth regions and in extended conductors (e.g., high voltage transmission
cables and oil pipelines). These geomagnetic induced currents (GIC) can trip safety
relays, interrupt electric circuits, shift operational range of voltage transformers
into saturation and melt down of transformer windings, and cause accelerated cor-
rosion of oil and gas pipelines (Jansen et al., 2000; Lang, 2003; Prolss, 2004; Hejda
and Sochnicek, 2005; Odenwald, 2015). In the thermosphere, geomagnetic storms
lead to enhanced (additional) atmospheric heating and subsequent density enhance-
ments. This scenario increases atmospheric drag on LEO satellites, and conse-
quently accelerated orbit decay that causes their premature re-entry (Walterscheid,
1989; Klinkrad, 1996; Lang, 2003; Prolss, 2004; Mark et al., 2005; Doornbos and
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Klinkrad, 2006; Xu et al., 2011). Also, solar energetic particles emitted during
solar events (e.g., solar flares and CMEs) and/or those accelerated by flares or ge-
omagnetic storms can degrade, disrupt or destroy satellites system; particles can
penetrate and interfere with satellite instruments or sensitive components causing
single event effects (SEEs), producing erroneous commands and destroying micro-
electronics (Lang, 2003, 2011; Prolss, 2004; Nwankwo, 2010; Jibiri et al., 2011).
In the ionosphere, geomagnetic storm conditions lower the maximum reflections
frequency of ionospheric radio communication leading to loss of transmitted radio
signal. When passing through storm-induced dispersive ionosphere GPS signals
of navigation satellites are also affected; transmitted signals are delayed thereby
causing error in GPS (Prolss, 2004). Also, strong flares (such as M- and X-class)
cause ionospheric ‘radio blackouts’, a condition of absence of communication ca-
pability on high frequency radio bands in 5-35 MHertz spectral range, and also
significantly degrade low frequency radio communication. Radio blackouts also af-
fect radio transmission for weather, and airline traffic and information, posing a
challenge to commercial airline industries (Lang, 2003, 2011). This thesis mainly fo-
cus on two aspects of space weather induced effects, namely, enhanced atmospheric
heating and accelerated atmospheric drag (orbital decay) on LEO satellites, and
radio signal (VLF) variations for probing solar-induced ionospheric changes.

2.5 Atmospheric drag on LEO Satellites

The optimum performance and survival of successfully launched satellites de-
pend on their ability to withstand both gravitational (e.g., solar/lunar gravitational
attractions and Earth’s oblateness (J2) and its triaxiality) and non-gravitational
perturbing forces (e.g., atmospheric drag, solar radiation pressure and environment,
outgassing and tidal effects). Atmospheric drag is the strongest force affecting low
Earth orbiting satellites (LEOSs) at altitudes < 800 km. It describes the force
exerted on a spacecraft (or, any object) moving through the atmosphere (or, fluid
medium), with orientation in the direction of relative flow. Such force acts in opposi-
tion to the direction of motion with tendency of slowing the motion of the spacecraft
or object. The effects of atmospheric drag on LEO satellites can be profound de-
pending on the severity of solar activity and the satellite’s orbital parameters. In
general, drag force constantly takes energy away from the orbit, and gradually de-
creases the semimajor axis and period, but increases the velocity components of the
satellite as it spirals inward (Wertz and Larson, 1999; Chobotov, 2002), and usually
enhanced by increase in solar activity. Detail analysis of atmospheric drag effects
on LEO satellites are presented in Chapter 3.
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Atmospheric Drag on Low Earth Orbit Satellites

(LEOS)

Atmospheric drag is the main force affecting the trajectory or motion of satel-
lites in low Earth orbit. A satellite in circular orbit moving under the influence of
atmospheric drag force can gradually decay from its orbit and eventually re-enter
or spiral into atmosphere if not boosted occasionally by thrusters. Those in elliptic
orbits (with large eccentricity) experience significant drag at the perigee, which can
also significantly lower the apogee, causing the orbit to become more and more cir-
cular (see Fig. 3.1b), until the entire orbit is at the perigee altitude before re-entry
(Chobotov, 2002). Scenarios of atmospheric drag-induced decay on satellites in cir-
cular and elliptical orbit are depicted in Fig. 3.1. Atmospheric drag on satellites
also cases premature re-entry, difficulty in manuvering, identifying, tracking, and
prediction of lifetime and actual re-entry of satellites and other space objects (as
mentioned in Chapter 1). It has been estimated that thousands of space objects
(under tracking/monitoring) were lost during ‘the great’ geomagnetic storm of 13-
14 March 1989 (Knipp, 2014). The number of satellites lost in connection with the
storm is shown in Fig. 3.2.

Atmospheric drag-induced accelerated orbit decay on low Earth orbiting satel-
lites (LEOSs) is mainly due to solar forcing induced variations in thermospheric
density profile. The density of the thermosphere and the vertical extent of the
upper atmosphere varies on time scales of solar flare events (few minutes to an
hour), geomagnetic storms (several hours to 1-3 days) and the solar cycle (Alfonsi,
2008; Buonsanto, 1999; Kutiev et al., 2013). The upper atmosphere is significantly
heated and consequently expands during solar and geomagnetic activity, leading to
an increase in density, and consequential increase in nominal LEOSs aerodynamic
drag. It is known that solar EUV and thermospheric temperature could increase
by a factor of two (or more), and thermospheric density by a factor of up to ten
from solar minimum to solar maximum (Emmert and Picone, 2010; Walterscheid,

37
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Figure 3.1: Atmospheric drag-induced decay on satellites in (left) circular and (right)

elliptical orbit (right panel from Nwankwo and Chakrabarti, 2015)

Figure 3.2: The number of satellites lost in connection with the March 13-14, 1989 storm

(http : //ccar.colorado.edu/muri/).
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1989). The heating of the upper atmosphere is largely due to solar EUV radia-
tion (but also due to geomagnetic current enhancement during interval of enhanced
geomagnetic activity). However, geomagnetic field induced Joule heating becomes
important and dominates the intervals of strong geomagnetic perturbations and can
increase by up to 134% when the Kp index increases from 1 to 6 (also see, Rhoden
et al., 2000; Kim et al., 2006; Chen et al., 2012; Kutiev et al., 2013). Several au-
thors have studied or investigated the response of the atmosphere and/or satellites
orbit to solar forcing (or activity) induced variations using one or combination of
several methods such as simulations, satellite drag data, on-orbit mass spectrome-
ters, accelerometers, sounding rockets and ground-based incoherent scatter radars
(e.g., Walterscheid, 1989; Klinkrad, 1999; Sutton et al., 2005; Lei et al., 2008; Kwak
et al., 2011; Xu et al., 2011; Burns et al., 2012; Chen et al., 2012; Deng et al.,
2012; Liu et al., 2012; Solomon et al., 2012; Kutiev et al., 2013; Lei et al., 2013).
Solar energetic events that causes space weather conditions have been reviewed in
Chapter 2 (e.g., high-speed solar wind streams, CMEs, prominence eruptions, solar
flares), as well as their effects on near-Earth space environment, and ground- and
space-based systems (including satellite systems). CIRs (and solar wind high-speed
streams (HSS)) are the dominant drivers of magnetic storms and/or atmospheric
perturbations during the declining or minimum phase of the solar cycle and con-
tributes to thermospheric density and satellite orbital variations during this phase
of the cycle (Burns et al., 2012; Chen et al., 2012). Much of atmospheric pertur-
bations and consequent drag-induced accelerated LEOSs orbital decay during solar
maximum are driven by CMEs-induced magnetic storms and EUV (including M and
X-class flare events). Other sources of atmospheric density and orbit perturbations
include thermal tides propagating upwards from the lower atmosphere (Forbes et al.,
2009; Hagan and Forbes, 2002; Zhang at al., 2010a; Obeheide et al., 2009; Leonard
et al., 2012). Studies that investigated the effects of space weather on satellite drag
or orbit include those of Walterscheid (1989), Doornbos and Klinkrad (2006), Kim
et al. (2006), Xu et al. (2011), Burns et al. (2012), Chen et al. (2012), Leonard et
al. (2012), Liu et al. (2012), Solomon et al. (2012), Lei et al. (2013) and others.
The insightful contributions of some of the mentioned studies to this study area have
been outlined in Chapter 1. The study in this Thesis will enhance the understanding
of how satellite orbits are affected during short- and long-term variations in solar
and geomagnetic activities using a realistic atmospheric density and drag model.

3.1 Upper atmospheric density profile

The rate of satellites orbital decay largely depends on the atmospheric density.
Therefore, an accurate prediction of a satellite’s lifetime, re-entry or drag depends on
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a thorough knowledge of atmospheric density profile, which is an important space en-
vironmental parameter for satellite operation in the near-Earth space (Doornbos and
Klinkrad, 2006; Kwak et al., 2011; Chen et al., 2012). Most satellites are launched
and operated in the upper atmosphere (the thermosphere). The thermosphere is
known to exhibit large solar cycle changes in temperature, density, composition and
winds due to variations in the solar cycle, especially in the amount of absorbed solar
radiation, and magnetospheric and ionospheric processes. The total mass density of
a mixture of gases is given by (Walterscheid, 1989),

ρ =
P

(R/m)T
, (3-1)

where, ρ is the total mass density, P is the atmospheric pressure, m is the mean
molecular weight and R is the universal gas constant, T is the air temperature.

and

m =

∑
nimi∑
ni

, (3-2)

where, ni is the number density of ith constituent and mi is the molecular weight of
ith constituent. Since atmosphere is near in hydrostatic balance (see, Section 2.3.2
in Chapter 2), one obtains the well-known hydrosometric relation:

P = P (z0)exp

(
−
∫ z

z0

dz′

H

)
, (3-3)

where

H =
R∗T

mg
, (3-4)

The quantity z0 is chosen to be low enough such that solar cycle variations are small.
Using eqn 3-3 in eqn 3-1, we obtain,

ρ(z) =
P (z0)

gH
exp

(
−
∫ z

z0

dz′

H(z′)

)
. (3-5)
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The density at z is thus a function of the local and integrated values of temper-
ature and composition. An increase in H results in an increase in pressure because
lesser mass is encountered in going from the reference altitude z0 to a height z. The
smaller the amount of mass encountered in going from z0 to z, the less weight per
unit area that must be reduced from the pressure at reference height z0 in order
to obtain the pressure at z. Descriptively, pressure surfaces expand upward, and
therefore a particular pressure is recorded at a greater height.

Although atmospheric density profile is not precisely known at any given instant
(Chobotov, 2002), many atmospheric models have been developed (and more are be-
ing developed) over the years with good approximation. The first version of upper
atmospheric model was developed and released in the early 1960s (Storz et al., 2005;
Kwak et al., 2011). Examples of earlier models include Jacchai-71, CIRA-72, and
GOST-84, Jacchia-77, DTM-77, MSIS-77, MSIS-83, MSIS-86 and TD-88 and MSIS-
90. Many of the recent models are based on modification or upgrade of previous
models (e.g., Picone et al., 2002; Bruinsma et al., 2003; Bowman et al., 2006; Em-
mert et al., 2010; Liu et al., 2013 and others). Such modifications and/or upgrade
are aimed at improving the accuracy of atmospheric density, and hence the engi-
neering drag models. Pardini et al. (2006) studied orbital decay of 11 satellites in
the 150-1500 km altitude, to check the performances of JR-71 and MSISE-90 density
models. they highlighted the strength and weakness of each of the models at different
heights, and concluded that none of the two models used in their study accurately
produced air density at all reference altitudes, and given environmental conditions
(i.e., one performed better than another at any given reference height). Picone et al.
(2002) upgraded MSISE-90 thermosphere model to NRLMSISE-00 empirical ther-
mospheric model. They achieved an improvement over MSISE-90 and Jacchia-70
by incorporating the advantages of one over the other. Bruisnsma et al. (2000) up-
graded DTM-94 empirical atmospheric model to DTM-2000 and reproduced total
density with an average bias of 1-5% depending on the altitude and solar activity.
Bowman et al. (2008) developed Jacchai-Bowman 2008 (JB2008) empirical atmo-
spheric density model, which is actually an improved version of Jacchai-Bowman
2006 (JB2006). They pointed out a significant reduction in error associated with
atmospheric density profile models when (and compared the outcome with models
such as JB2006, Jaccahai 1970 and NRLMSISE 2000). Storz et al. (2005) used
Dynamic Calibration Atmosphere (DCA) algorithm in their High Accuracy Satel-
lite Drag Model (HASDM) initiative, to solve for the thermospheric neutral density
near real-time from observed drag effects on a set of low-perigee calibration satellites.
They pointed out major innovations for improvement in determination and predic-
tion of satellite drag. However, despite the unprecedented improvement in modeling
atmospheric density, the accuracy of the models remains a concern, because the
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individual effects of various solar forcing mechanism, which causes fluctuation in
neutral and ionized density are very difficult to estimate or model (also, see Kutiev
et al., 2013; Storz et al., 2005; Nwankwo et al. 2015 and references therein). There-
fore, in order to improve on our calculations, we identify solar forcing mechanisms
(such as the CIR), whose effects are usually under-represented in drag and atmo-
spheric models, and included an implicit modification that considerably accounted
for CIR-induced effect on thermospheric density in the utilised atmospheric density
model, and hence the drag model (see section 3.4).

NRLMSISE-00 empirical model of the atmosphere

In this work, the densities of the atmosphere under given space weather condition
are obtained from the NRLMSISE-00 empirical atmospheric model. The model is a
global model of Earth’s atmosphere from the ground to the exobase. The exobase
is at approximately 500 km, and defined as the altitude for which the mean free
path of atmospheric constituents is equal to the density scale height (Shizgal and
Arkos, 1996). The region above the exobase is referred to as the exosphere. The
NRLMSISE-00 atmospheric model is based on earlier models (e.g., MSIS-83,86 and
90), but updated with actual satellite drag data. MSISE-class model formulation
is composed of parametric analytic approximations to physical theory for vertical
structure of atmosphere as a function of time, location, solar activity (via solar
flux index, F10.7) and geomagnetic activity (via planetary geomagnetic Ap index)
(Hedin, 1987; Picone, 2002). The model gives output of the altitude profiles of
temperature, number densities of Helium, Oxygen (and its molecule), Nitrogen (and
its molecule), Argon, and Hydrogen, in equilibrium at the temperature, total mass
density, and number density of a high-altitude ‘anomalous oxygen’ component of
total mass density that is not in thermal equilibrium at temperature T(z). F10.7, Ap

and the moving average of F10.7 over three solar rotations (81 days) were used as
input in the model. F10.7 indirectly estimates upper atmospheric heating from solar
energetic particles and EUV. Planetary Ap (or Kp) index estimates the additional
Joule heating associated with geomagnetic activity (Pardini et al., 2004; Kennewell,
1999; NOAA3). The moving average of F10.7 flux over three or four solar rotations,
denoted by F̄10.7 represents a slowly varying component of solar radiation (Doornbos,
2012). The model has been used to aid prediction of satellite orbital decay due to
atmospheric drag. It has also been used by astronomers to calculate mass of air
between telescopes and laser beams in order to the assess impact of laser guide stars
on non-lasing telescopes. Some authors have utilised the model in their studies e.g.
Policastri and Simons (2003), Doornbos (2012) and Klenzing et al. (2013).
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3.2 Atmospheric drag force affecting LEO satellites

The general equation of motion for a satellite moving under the attraction of a
point mass planet with perturbations effect (e.g., gravitational or non-gravitation
forces) is given by the equation (Chobotov, 2002),

d2r

dt2
= −GMr

r3
+ ap, (3-6)

where, r is the position vector of the satellite, G is the gravitational constant, Me

is the mass of the Earth, ap is the resultant vector of all perturbing accelerations.

As stated earlier, atmospheric drag is the main force perturbing the motion (and
orbit) of satellites in LEO (hence, ap ≃ ad). The drag force on a satellite acts in the
opposition to its velocity vector and constantly removes energy from the orbit. The
orbit of the satellite gradually decays due to this energy expense, leading to further
drag increase. The equation of drag force (or acceleration) is given by (King-Hele,
1987; Wertz and Larson, 1999; Chobotov, 2002; Xu et al., 2011),

Fd = − ad
ms

= −1

2
ρAsCdV

2
s , (3-7)

where, Vs is the velocity of the satellite with respect to the atmosphere, As is the
satellite effective (projected) area, ρ is atmospheric density, ms is the mass of the
satellite and Cd is the dimensionless drag coefficient of the satellite.

Neglecting the effect of Earth’s gravitational perturbations on the satellite’s orbit
(King-Hele, 1987), the change in the radius of the satellite in near circular orbit per
revolution in given by (Wertz and Larson, 1999; Chobotov, 2002; Xu et al., 2011).

△r = −2π(
ACd

m
)ρr2, (3-8)

where, r is the initial radius of the satellite’s orbit (with respect to Earth’s centre).

The centripetal acceleration experienced by a satellite in a circular orbit is equal
to gravitational acceleration and is given by (Xu et al., 2011)

Fr = −mv2

r
= −GMm

r2
, (3-9)

Therefore, the speed of the satellite is given as:
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v =

√
GM

r
. (3-10)

The period of the satellite orbit per revolution is,

△t =
2πr

v
=

2πr
3
2

(GM)
1
2

. (3-11)

The differential equation for the mean radius per revolution (mrpr) is given by,

dr

dt
(mrpr) = −ρ

CdA

m

√
GMr. (3-12)

The above equation describes the changes in the mean radius of the satellite orbit
per revolution (Wertz and Larson, 1999; Chobotov, 2002; Xu et al., 2011; Chen et
al., 2012). In this work, we formulated and solved a set of coupled differential
equations to obtain instantaneous positions and velocities of the satellites, under
the influence of varying space weather conditions (and atmospheric drag force). We
used a spherical polar co-ordinate system (r, θ, ϕ) with origin at the center of the
Earth, and assumed that the satellite always remains in the same plane (i.e., θ =
constant), while changing its position (with time) through the azimuthal parameters
(ϕ, ϕ̇). The orbital decay due to atmospheric drag on the satellite is computed from
the following equations,

v̇r = −ϕ̇r2(AsCd/ms), (3-13)

ṙ = vr, (3-14)

ϕ̈ = −1

2
rρϕ̇2

AsCd

ms

, (3-15)

ϕ̇ = vϕ/r, (3-16)

where, vr and vϕ are the respective radial and tangential velocity components, r is
the instantaneous radius of the orbit. The result of the calculation using the above
set of equations are comparable to those obtained from the differential equation for
changes in mean radius per revolution (dr/dt = −ρ(AsCd/ms)

√
GMr).
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3.3 Orbital and ballistic parameters of Model LEO satellites

and computation of drag force components

In this work, we develop a new drag model that incorporate NRLMSISE-00 em-
pirical atmosphere model (as a function of appropriate solar parameters) to simulate
the decay profile of two hypothetical LEO satellites at different phases of the solar
cycle and during intervals of strong geomagnetic disturbance or storms. We consid-
ered two satellites viz. SAT-BCI and SAT-BCII with different ballistic coefficients
initially injected at an altitude of 450 km. The specific orbital and ballistic (and
drag) parameters used in this study are given in Table 3.1. The ballistic coefficient
(B) of a satellite is the parameter that is used to quantify the ability of the body
to overcome air resistance (or atmospheric drag) in flight, and described by the
equation (Chobotov, 2002),

B =
CdAs

ms

. (3-17)

Besides atmospheric density, the satellite’s orbital parameters such as height and
ballistic coefficients (As, Cs, ms) are also important consideration for the determi-
nation of the extent of atmospheric drag on LEOSs. Spacecrafts with smaller values
of ballistic coefficient (or, massive) experience less drag, and likely to stay longer in
the orbit than those with large value (Chobotov, 2002). The B of a satellite can be
affected by its orientation and may vary by a factor of up to 10 (Wertz and Larson,
1999; Trinh, 2013). The value of Cd (ratio of the drag on a body moving through air
to the product of the velocity and the surface area of the body (drag/V A)) depends
on the shape of the spacecraft, its altitude (with respect to the velocity vector)
and the type of motion (e.g. spinning, tumbling or stable) (Chobotov, 2002). The
Cd of 2.2 is generally used for convex satellites of compact shape whose ratio of
maximum-to-minimum diameter is less than 1.5, and without large external struc-
tures like solar paddles (Cook, 1965, 1966; Moe et al., 1995), while 3.0-3.5 is used
for long cylindrical satellites depending on their length-to-diameter ratio and the air
temperature (Moe et al., 1995 and references therein). Cd is also important for ac-
curate determination of atmospheric density (Moe et al., 1995). Studies have shown
that assumption of Cd values (e.g., 2.2) introduces a bias into thermospheric density
model, because Cd is affected by the complex interaction of reflection, molecular
content, altitude etc., such that it varies with altitude (Bowman and Moe, 2005).
However, such variation is typically small because the satellite materials usually re-
main almost constant (Vallado and Finkleman, 2008). For further reading on drag
coefficient also see Moe et al. (1995), Anselmo et al. (2010), Pardini et al. (2010),
Koppenwallner (2011), Mehta et al. (2013).
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Table 3.1: Orbital and ballistic parameters used in this study
Name Initial Altitude (km) Mass (kg) Projected area (M2) Drag coefficient

Sat-BCI 450 250 0.25 2.2

Sat-BCII 450 522 0.72 2.2

Atmospheric drag force on the satellites due to long-term solar and geomagnetic
activity were computed for 2 solar maxima and a solar minima viz. during 2000-2002
(being typical solar peak of the 23rd solar maximum), 2004-2006 (assumed typical
solar ‘quiet’ period of last solar minimum), and 2012-2014 (assumed the peak of
the 24th solar maximum). We obtain an estimate of the mean annual decay rate
of the satellites during the solar minimum and maximum phases. We then simulate
satellites decay scenarios during intervals of strong geomagnetic disturbances and
storms in three regimes (with and without control on the solar parameters), aimed
at providing insight into how the drag model works.

3.4 CIR-induced periodic changes on atmospheric density

profile and LEO satellites orbit

The atmospheric density variations arising from CIR-induced perturbations is
known to dominate the solar minimum or declining phase of the solar cycle, and
therefore significantly influence the extent of satellites orbit decay at this phase.
While the model indirectly include CIR effects on the thermosphere via the geo-
magnetic activity index, and the varying component of solar rotation (introduced
through the F10.7, geomagnetic Ap index and F̄10.7), its associated effects may have
been underestimated since the phenomena is somewhat periodic and not well rep-
resented in the model. Lindsay et al. (1994) reported the occurrences of up to
two CIRs per solar rotation before solar maximum. The comparison of the solar
minimum index of sunspot number, rate of CME, CIR stream interaction, and in-
terplanetary shock rate with those of the solar maximum is presented in Figure 3.3,
showing the dominance of the solar wind stream-stream interaction (CIRs) during
solar minimum. To better represent this periodic CIR-induced effect, we introduce
a term ργ that would account for the enhanced thermospheric density during CIRs,
particularly at solar minimum phase. An implicitly modified density ρ that includes
ργ is used to model the effect:

ρ = ρbcir + ργ, (3-18)
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Figure 3.3: Comparison between sunspot number (smoothed), CME, CIR, and interplan-

etary shock rates (Lindsay et al., 1994)

where, ρbcir is the thermospheric density before the formation of CIR in solar wind,
and ργ is the thermospheric density increase due to CIR-induced effect (after the
formation of CIR), modeled as,

ργ = (ρ− ρbcir)α exp

(
−(γt− 1)2

2

)
m

where, α is the amplitude of density oscillation (ρ increases by a factor of up to 2),
γ is the frequency of oscillation (2π/T ), T is the period of oscillation (13.5 days in
this study).

3.5 Results and Discussion

3.5.1 Orbital decay at difference phases of the solar cycle

We calculate (and/or simulate) the orbital decay profile of Sat-BCI and Sat-
BCII at different phases of a cycle for two maxima (2000-2002 and 2012-2014) and a
minimum (2004-2006). We present the typical range of values or trend in variations
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of the mean altitude, decay rate, thermosphere temperature and density for each
satellite, and estimate the mean annual decay rates of the satellites in a given phase.

Solar maximum decay trend

Figure 3.4 shows the time variations of satellite’s mean altitude, orbit decay rate,
thermosphere temperature and density for (a) SAT-BCI and (b) SAT-BCII initially
during 2000-2002. The orbital decay of SAT-BCI during 2000, 2001 and 2002 is
about 46.13 km, 49.10 km and 47.38 km respectively (see, Fig. 3.4a), corresponding
to a mean decay of 48±2 km per year. The mean orbit decay rate is 47-327 m/day.
SAT-BCII decayed by 61.14 km, 62.23 km and 61.19 km, respectively during the
same period (see, Fig. 3.4b), and corresponds to a mean decay of about 62±1 km per
year. The orbit decay rate varied between 55 and 391 m/day. The Thermosphere
temperature variations during the respective years are 1075-1416 K, 1021-1469 K
and 1004-1470 K. Density variations are 2.27×10−12 - 7.96×10−12 kg/m3, 2.06×10−12

- 14.70×10−12 kg/m3 and 1.15 × 10−12 - 8.23×10−12 kg/m3 respectively (Nwankwo
et al. 2015). The extreme values of the computed parameters occurred between
July 2001 and early 2002 with up to 30 km decay in 175 days, and associated with
the period of high solar activity.

Solar minimum decay trend

The time variation of the satellite’s mean altitude, orbit decay rate, thermosphere
temperature and density for (a) SAT-BCI and (b) SAT-BCII in 2004-2006 is shown
in Figure 3.5. The decay values of SAT-BCI in 2004, 2005 and 2005 is about 13.55
km, 9.03 km and 6.15 km respectively (see, Fig. 3.5a), with an average decay of
10±4 km per year. The mean orbital decay rate is 9-92 m/day. SAT-BCII decayed
by 18.77 km, 12.51 km and 8.17 km the the respective years, corresponding to decay
of about 13±6 km per year (see, Fig. 3b). The range of variation in orbital decay
rate is 10-133 m/day, and the respective variations in thermosphere temperature
are 834-1212 K, 790-1129 K and 756-975 K. The ranges of density variations are
0.73×10−12 - 3.59×10−12 kg/m3, 0.50×10−12 - 1.83×10−12 kg/m3 and 0.31×10−12 -
1.18×10−12 kg/m3 respectively. In general, the mean values of computed parameters
dropped consecutively in 2004-2006 as solar minimum phase approached. However,
we observed a significant spike in the rate of decay, temperature and density around
days 195-210, 225-238 and 314-318 following geomagnetic storm conditions. The
simulation of CIR-induced effect on the satellites produced respective decays of 16.5
km, 11 km and 7.5 km for SAT-BCI and 24.3 km, 15.8 km and 10.7 km for SAT-BCII
(in 2004-2006). These values corresponds to additional annual 2−4 km decay (with
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Figure 3.4: Time variations of model satellite’s mean altitude, orbit decay rate, thermo-

spheric temperature and density in 2000-2002 for (a) SAT-BCI and (b) SAT-BCII (from

Nwankwo et al. 2015)
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respect to the values obtained with unmodified model) due to effect from ‘assumed’
periodic occurrence of two CIRs per solar rotation during solar minimum phase.

Emerging solar maximum decay trend

Figure 3.6 shows the time variations of model satellite’s mean altitude, orbit
decay rate, thermosphere temperature and density for (a) SAT-BCI and (b) SAT-
BCII in 2012-2014. This work was initiated well before the end of 2014. Therefore,
this computation of decay profile during this phase is based on 21

2
-year archival data

(January 2000 - June 2014) and 6 months predicted solar radio flux (July-December
2014) and assumed geomagnetic Ap index (F10.7 and Ap data (from NOAA4, NOAA5
in reference list). SAT-BCI respectively decayed by 19.88 km, 21.17 km and 32.44
km in 2012, 2013 and 2014 (see Fig. 3.6a), corresponding to a mean decay of 25±7
km per year with mean orbit decay rate of 30-125 m/day. SAT-BCII (Fig. 3.6b)
decayed by 24.77 km, 25.90 km and 41.65 km respectively, corresponding to decay
of about 31±10 km per year. The Mean orbital decay rate varied between 27 and
219 m/day. Thermosphere temperature variations during the respective year are
889-1180 K, 879-1203 K and 959-1254 K. The density variations are 1.48×10−12 -
3.03×10−12 kg/m3, 1.38×10−12 - 3.77×10−12 kg/m3 and 1.62×10−12 - 5.51×10−12

kg/m3 respectively. The observed trend in the mean values of computed parameters
showed a consecutive increase from 2012 to 2014. The general consensus is that the
24th peak would occur in 2013/2014. Clearly, the annual mean decay rate of both
satellites in the current solar peak is considerably less than the last peak (2000-2002).

SAT-BCI (0.001) and SAT-BCII (0.00138) has a area-to-mass ratio difference of
3.8 × 10−4. This difference produced decay rate increase of about 13.98 km, 3.57
km and 6.24 km per year in the 3 respective solar phase regimes (for SAT-BCII).
The summary of the trend in variations of computed parameters for SAT-BCI and
SAT-BCII is presented in Table 3.2.

3.5.2 Orbital decay during short-term strong geomagnetic distur-

bances

In July 2000, data showed that solar and geomagnetic activity was very high,
with up to F10.7=253 (on 20th July) and Ap=152 (on 15th July). Such activity in-
clude record occurrence of a halo CME on 14 July 2000, with speed up to 1674 km/s
and associated X class solar flares (X5), followed by solar energetic particle event on
15th July (SOHO; NOAA6). Fig. 3.7 shows the geomagnetic Ap and disturbance
storm time (Dst) index for July 2000. The Dst is a measure of geomagnetic ac-
tivity used to estimate the extent of geomagnetic storms, based on the measure of
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Figure 3.5: Time variations of model satellite’s mean altitude, orbit decay rate, thermo-

spheric temperature and density in 2004-2006 for (a) SAT-BCI and (b) SAT-BCII (from

Nwankwo et al. 2015)
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Figure 3.6: Time variations of model satellite’s altitude, orbit decay rate, thermospheric

temperature and density in 2012-2014 for (a) SAT-BCI and (b) SAT-BCII (from Nwankwo

et al. 2015)



Chapter 3. Atmospheric drag induced orbital decay 53

Table 3.2: Trends in time variation of mean altitude, orbit decay rate, thermosphere

temperature and density for SAT-BCI and SAT-BCII at different phases of the solar

cycle (from Nwankwo et al. 2015)
Decay (km) Decay rate (m/day) Temperature (K) Density(10−12kg/m3)

Year BCI BCII
Low

BCI

Low

BCII

High

BCI

High

BCII

Mean

Low

BCI/BCII

Mean

High

BCI/BCII

Mean

Low

BCI/BCII

Mean

High

BCI/BCII

2000 46.13 61.14 55.00 57.51 205.86 265.28 1075.12 1416.03 2.27 7.96

2001 49.10 62.23 47.25 57.89 327.10 391.31 1021.24 1469.05 2.06 14.70

2002 47.38 61.19 67.68 102.65 182.21 245.62 1004.13 1417.17 3.15 8.23

Mean 47.54 61.52

2004 13.55 18.77 19.57 23.19 92.85 133.69 834.44 1212.36 0.73 3.59

2005 9.03 12.51 13.91 14.20 46.9 72.33 790.33 1129.29 0.50 1.83

2006 6.15 8.17 9.03 10.33 33.36 43.06 756.22 975.34 0.31 1.18

Mean 9.58 13.15

2012 19.88 24.77 31.42 35.06 91.15 105.68 889.24 1180.41 1.48 3.03

2013 21.17 25.90 30.51 27.22 127.69 146.87 879.34 1203.29 1.38 3.77

2014 32.44 41.56 53.69 58.94 157.68 219.50 959.18 1254.10 1.62 5.51

Mean 24.50 30.74

value of the horizontal component of the Earth’s magnetic fields. It is known that
the strength of the surface magnetic field at low latitudes varies inversely with the
energy content of the ring current, which significantly increases during geomagnetic
storms (Hamilton et al., 1988). There was clearly a strong geomagnetic storm condi-
tions and perturbations (e.g. on 15th and 20th), associated with the solar energetic
events, which suddenly increased the number of high speed solar wind particles (ac-
celerated by CMEs and solar flares) (Doornbos, 2012), as well as increase in solar
flux (F10.7) connected with 27-day rotation of the solar active region (Woods et al.,
2004; Doornbos, 2012).

Here, we study this period of strong EUV enhancement and intervals of strong
geomagnetic disturbances on the upper atmosphere, and simulate their effect on
thermospheric temperature, density and satellite orbit. We compute the drag sce-
narios in three regimes, viz. with i) actual daily F10.7 and Ap index associated
with the event (F10.7, Ap), ii) mean F10.7 and Ap index during the observed period
(F10.7, Ap), and iii) keeping F10.7 constant (mean value) while Ap (actual) varied ac-
cordingly (F10.7, Ap), in consistency with the intervals of the perturbation (Nwankwo
et al. 2015). In Fig. 3.8(a-b) we show the time variations of model satellite’s mean
altitude, orbit decay rate, thermospheric temperature and density for SAT-BCI and
SAT-BCII during 1st-31st July 2000.
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Figure 3.7: Ap and Dst index variations during 1st-31st July 2000 (from Nwankwo et al.

2015)

We found that the total decay is about 2.57 km for SAT-BCI and 3.67 km for
SAT-BCII. The range of thermospheric temperature variation is 1183-1407 K, and
that of density is 2.87×10−12 - 5.61×10−12 kg/m3. The orbital decay rate for SAT-
BCI increased from 63 m/day (1st July) to a peak of 113 m/day on the day of the
geomagnetic event (15th July). The rate of decay for SAT-BCII increased from 91
m/day to 170 m/day. With F10.7 constant (mean value) while Ap (actual) varied
(third regime (red plot)), the decay rate for SAT-BCI increased from a mean value
(dotted black line) of 82 m/day to about 111 m/day, and 118 m/day to 166 m/day for
SAT-BCII. This produced additional decay of 29 and 48 m/day (respectively) due to
intervals of geomagnetic disturbances and/or storm-induced thermospheric density
perturbations and heating (Nwankwo et al. 2015). The summary of variations in
mean altitude, orbit decay rate, thermospheric temperature and density for SAT-
BCI and SAT-BCII during July 2000 is shown in Table 3.3.

In this model we simulated the orbital decay scenarios of two LEO satellites hav-
ing different ballistic coefficients. In particular we investigated the effect of the solar
cycle (and intervals of strong geomagnetic activity) on the orbit of the satellites.
The direct consequence of solar and geomagnetic events on the atmosphere, which
drives such effects is mainly thermospheric perturbations and heating. We showed
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Figure 3.8: Time variations of model satellite’s mean altitude, orbit decay rate, thermo-

sphere temperature and density for SAT-BCI and SAT-BCII during 1st-31st July 2000

(from Nwankwo et al. 2015)
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Table 3.3: Trends in time variation of mean altitude, orbit decay rate, thermosphere

temperature and density for SAT-BCI and SAT-BCII (initially at h=450 km) dur-

ing interval of strong geomagnetic perturbations and/or storms in July 2000 (from

Nwankwo et al. 2015)

Decay (km) Decay rate (m/day) Temperature (K) Density(10−12kg/m3)

BCI BCII
Low

BCI

Low

BCII

High

BCI

High

BCII

Mean

Low

BCI/BCII

Mean

High

BCI/BCII

Mean

Low

BCI/BCII

Mean

High

BCI/BCII

F10.7, Ap 2.57 3.67 63.36 90.68 113.30 170.39 1183.32 1407.20 2.87 5.61

F10.7, Ap 2.63 3.74 81.53 117.64 88.25 124.77 1284.41 1344.14 3.82 3.99

F10.7, Ap 2.56 3.66 75.11 108.84 110.65 166.15 1265.09 1386.40 3.50 5.52

the dependence of orbital decay rate on the severity of both solar cycle and phase,
and the extent of geomagnetic disturbances on the atmosphere. The mean annual
decay rate around the peak of the 23rd solar maximum (2000-2002) was almost
twice that of the 24th solar maximum (2012-2014). The mean annual decay rate
for SAT-BCI and SAT-BCII is respectively 48±2 and 62±1 during 200-2002, and
25±7 and 31±10 during 2012-2014. However, depending on ballistic coefficient and
nature of a solar cycle phase, a typical LEO satellite initially at h=450 km could
experience a decay rate of up to 41±19 km per year (∼ 3 km/month) during solar
maximum and 11±6 km per year (∼ 1 km/month) during the solar minimum. Dur-
ing solar minimum phase, dominant CIR-induced effects could result to additional
decay rate of up to 3 km/year. We also showed that intervals of strong density per-
turbations, and additional heating due to geomagnetic activity and/or storms can
result in an additional 60% decay in each event. This impact could vary depending
on the severity and duration of the event (Nwankwo et al. 2015). In the next Chap-
ter, we implement our new drag model on the orbits of real satellites, such as the
Challenging Mini-satellite Payload (CHAMP), the Gravity field and steady state
Ocean Circulation Explorer (GOCE), the International Space Station (ISS), and on
an interplanetary mission spacecraft - the Mangalyaan Mars Orbiter (MMO).



Chapter 4

Implementation of Drag model on Orbits of some

satellites

Since the successful launch of the first satellite into space in the 1950s (and
many others that followed till date), there has been quite a number of cases of
satellites’ re-entry due to atmospheric drag effects including Skylab (launch 14
May 1973, re-entered 11 July 1979), Russian RORSATs, Kosmos-954 (launched 18
September 1977, re-entered 24 January 1978) and Kosmos-1402 (launched 30 August
1982, re-entered 7 February 1983), Space Station compound Salyut-7/Kosmos-1686
(launched 27 September 1985, re-entered 7 February 1991), the Chinese FSW-1-5
capsule (launched 8 October 1993, re-entered 12 March 1996) (also see Klinkrad,
1996), and the Gravity field and steady-state Ocean Circulation Explorer, GOCE
(launched 17 March 2009, re-entered 11 November 2013) (Nwankwo & Chakrabarti,
2014; Nwankwo et al. 2015 and references therein). To minimise drag impact and/or
increase the lifetime of a spacecraft in orbit, satellite operators perform a routine
orbit maintenance (or control) in order to boost a satellite’s orbit, using any of on-
board propulsion, the Orbiter, an orbit-transfer vehicle or tug (Wertz and Larson,
1999). It has been estimated that LEO satellites boost their orbits (or maneuvered)
about four times per year during solar minimum to maintain their orbits, but every
2-3 weeks during solar maximum (NASA2). The National Aeronautics and Space
Administration (NASA) adopted a three-year on-orbit maintenance to boost the
orbit of Hubble Space Telescope (HST). The orbit-boost scenarios of HST between
1993 and 2002 is shown in Fig. 4.1 (also see, Nwankwo & Chakrabarti, 2014). In this
Chapter we implement our drag model on some real satellites orbit and compared
the outcomes with the already utilized methods.

57
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Figure 4.1: Hubble space telescope orbit-boost between 1993 and 2002 (Williams G.,

NASA).

4.1 Modeling orbital decay profile of CHAMP, GOCE and

ISS satellites

In this Chapter, we implement (and/or apply) our new drag model on the orbits
of some real satellites. In particular, we simulate the decay profile of the Chal-
lenging Mini-satellite Payload (CHAMP) during 2003-2005, the Gravity field and
steady state Ocean Circulation Explorer (GOCE) during 2009-2013 and the the In-
ternational Space Station (ISS) during solar maxima (2000-2002, 2012-2014) and
minimum (2005-2007) regimes. We also simulate the decay profile of the Man-
galyaan Mars orbiter during its geocentric, heliocentric and areocentric trajectories.
We then compared the outcomes with the already utilized methods. The ballistic
parameters of the satellites are provided in Table 4.1.

4.1.1 CHAMP Satellite

CHAMP is a German satellite mission managed by GeoForschungsZentrum Pots-
dam (GFZ). The main science objectives of the mission include i) highly precise
measurement of global long-wavelength features of the static Earth gravity field and
the temporal variations of this field, ii) global estimates of the main and crustal
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magnetic field of the Earth and space/time variability of these field components,
and iii) atmospheric and ionospheric GPS signal refraction data which can be con-
verted into temperatures, water vapour and electron content (see Reigber et al.,
2002; Hausleitner et al., 2007). CHAMP was launched on 15 July 2000 at initial
injected height of about 454 km. The satellite re-entered Earth atmosphere on 19
September 2010. The artist impression of CHAMP satellite image is shown Fig 4.2a.

Xu et al. (2011) studied the effects resulting from periodic variations of ther-
mospheric density on CHAMP (∼450 km) and GRACE (∼500 km) satellites orbits,
and reported that the orbit of the satellites decayed by 70 km and 20 km respectively
between 2003 and 2005 due to thermospheric drag. Here, we simulate CHAMP’s
decay profile during 2003-2005 using the satellite’s orbital parameters indicated in
Table 4.1 (also see Hausleitner et al., 2007; Koppenwallner, 2011). CHAMP’s model
decay profile during the period is shown in Fig. 4.3. The simulated decay profile
produced orbital decay of about 70.98 km during 2003-2005 in orbit. However, there
is about ∼1 km difference when compared with satellite’s actual decay profile for
the period; the satellite decayed by about 70 km (Nwankwo et al. 2015).

Table 4.1: The orbital parameters of CHAMP, GOCE, ISS and MMO satellites:

values are assumed where they are not explicitly provided.
Name Initial Altitude (km) Mass (kg) Projected area (M2) Drag coefficient

CHAMP 450 522 0.72 2.20

GOCE 270±2 1,100 1.10 3.65

ISS 405 419,455 130 2.20

4.1.2 GOCE Satellite

The GOCE ESA’s satellite was launched into near-circular orbit with mean al-
titude 300-250 km in March 2009. The specific mission objectives of the satellite
include i) to determine gravity-field anomalies with an accuracy of 1 mGal (where
1mGal = 10−5 ms−2), ii) to determine the geoid with an accuracy of 1-2 cm, iii)
to achieve the above at a spatial resolution better than 100 km (see, Johannessen
et al., 2003; ESA1, 2013; ESA2, 2013). Its mission ended in October 2013 but re-
entered the atmosphere (from an approximate height of 224 km) on 11 November
2013. GOCE satellite is shown ion Fig. 4.2b. The GOCE (initially at an altitude
of 250-300 km) re-entered the the atmosphere from an approximate height of 224
km. In Fig. 4.4a we show the simulated decay profile of the satellite between launch
date (17 March 2009) and just before re-entry (21 October 2013), and during the
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Figure 4.2: (a) Artist impression of the Challenging Mini-satellite Payload (CHAMP)

satellite (Credit: Astrium GmbH) (b) the Gravity field and steady state Ocean Circula-

tion Explorer (GOCE) satellite (ESA) (c) The International space station (ISS) satellite

[NASA] (d) Artist impression of the Mangalyaan Mars Orbiter (MMO) [ISRO]
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re-entry phase (21st October - 11 November 2013) as a function of the actual solar
and geomagnetic index.

One of the peculiar features of GOCE spacecraft is the aerodynamic design that
minimises air drag and torque and eliminates mechanical disturbances, due to the
need for low flight and stability. An electric ion thruster placed at behind the
satellite constantly generate small forces that rectify any drag in flight. Therefore,
we ‘conditioned’ minimal drag force effected of only 5% when modeling the trajectory
profile. The drag force consistent with similar satellites of same ballistic coefficient
in the injected height was restored (in the simulation) when the spacecraft ran out of
fuel on 21st October, 2013. The simulated mean height just before GOCE re-entry
on October 2013 is about 224.0487 km, and shown in Fig. 4.4a. The time variations
of the satellites’ orbit decay rate, thermosphere temperature and density are also
consistent with reported values (see Koppenwallner, 2011). In Fig. 4.4b we show the
modeled result of the evolution of GOCE re-entry between 21st October and 11th
November 2013. The simulated re-entry profile of GOCE (blue curve) is compared
with the actual (approximate) re-entry evolution (red curve). The model re-entry
occurred about 5 hours (10/11/2013, 20:00 CET) before the actual (reported) re-
entry time (11/11/2013, 01:00 CET) (Nwankwo et al. 2015).

4.1.3 ISS Satellite

The first ISS module (Zarya) was launched in November 1998. Construction and
assembly of other modules in space continued until its completion in 2011/2012. The
spacecraft is pictured as an orbiting laboratory and construction site that synthesizes
the scientific expertise of about 16 nations (NGS, 2013; NASA 2013). The space
station is operated and maintained by five space agencies viz. the Canadian Space
Agency (CSA), the European Space Agency (ESA), the Japan Space Exploration
Agency (JAXA), the National Aeronautics and Space Administration (NASA) and
the Russian Federal Space Agency (ROSCOSMOS). These space agencies are drawn
from 16 countries - Belgium, Brazil, Canada, Denmark, France, Germany, Italy,
Japan, Netherlands, Norway, Spain, Sweden, Switzerland, Russia, United Kingdom
and United States (Boeing, 2012). The ISS satellite is shown in Fig 4.2c. The orbital
decay profile of the ‘model ISS’ was simulated for the periods during (i) 2000-2002
(ii) 2005-2007, and (iii) 2012-2014. The main goal is to study how the orbit of a
massive spacecraft could be affected by changing solar and geomagnetic activity. In
determining the satellite’s exposed area As (in the direction of travel), we considered
three sections of the ISS the pressurized section, the solar array section and other
connecting sections (or arms). The spacecraft uses eight solar array wings. When
fully extended, they are about 35 m by 12 m each (Stockman et al., 2009; NASA,
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Figure 4.4: Model decay profile of (a) GOCE satellite during 2009-2013 (b) re-entry

evolution of GOCE satellite during 21st October - 11 November 2013 (Nwankwo et al.

2015)
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2013a). The wings are adjusted to maintain an optimum depth of battery discharge,
and minimized frontal area projected to the ram direction, thereby reducing drag,
and also saving propellant (Stockman et al., 2009). Therefore, we assumed a minimal
effective projected area of 130 m2 (pressurized section = 20 m2; solar array section
= 100 m2 and other connecting sections, including the robotic arms = 15 m2). The
drag coefficient Cd used in this computation have been assumed. It is important to
note that the mass, size or shape of the ‘real’ ISS may have varied during the time
for which computations were done due to continuous assembly, upgrade and/or
on-orbit maintenance. However, we ignore such variations at this stage (also see
Nwankwo and Chakrabart, 2014). In Fig. 4.5a [Top] we show the time variation of
the model ISS altitude, orbital decay rate, thermospheric density and temperature
during 2000-2002.

The simulation produced a decay of about 39.93 km, 40.56 km and 40.06 km in
2000, 2001 and 2002, respectively. The mean decay per year is about 40 km per year.
The typical time variation of orbit decay rate, atmospheric density and tempera-
ture were 50-230 m/day, 4×10−12 - 25×10−12 kg/m3 and 1000-1500 K respectively,
with the extreme values occurring in 2001. Figure 4.5b [bottom] shows trajectory
of the satellite and the space environmental condition (indicated by the thermo-
spheric temperature and density) through which it traversed during 2005-2007. The
satellite experienced orbital decay of about 17.31 km, 11.72 km and 9.23 km per
year in 2005, 2006 and 2007 respectively. Mean decay during this period is about
13±5 km per year. The time variation of orbit decay rate, atmospheric density
and temperature were 15-90 m/day, 0.8×10−12 4.0×10−12 kg/m3 and 700-1150 K
respectively (also see Nwankwo and Chakrabarti, 2014). Figure 4.6 shows time vari-
ation of the satellite’s altitude, decay rate, thermospheric density and temperature
during 2012-2014.

Modeled results show annual decay of about 19.16 km, 28.12 km and 28.28 km
in 2012, 2013 and 2014 respectively. The mean decay per year is about 25±5 km.
We assumed that this value excludes contribution from any possible major solar
event during March 2013 to December 2014, since the data is predicted values. We
therefore estimated that the occurrence of all major events during the time will
cause the satellite an additional 5.5 km per year, bringing the mean decay per year
to about 31±5 km. This computation was based on more than 18 months predicted
solar flux index data (March 2013-December 2014), and an assumed geomagnetic
conditions of the year preceding last solar maximum. The time variation of orbit
decay rate, atmospheric density and temperature were 25-150 m/day, 10× 10−12

4.0× 10−12 kg/m3 and 700-1150 K respectively. In summary our simulation showed
that the ISS satellite decayed by up to 35±6 km per year during solar maximum
and 13±5 km per year during solar minimum. These values correspond to respective
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mean decay rate of about 2.95 km/month and 1.0 km/month (also see Nwankwo
and Chakrabarti, 2014).

4.2 Analysis of solar forcing-induced atmospheric drag Ef-

fect on Mangalyaan Mars Orbiter (MMO)

Interplanetary missions are also susceptible to gravitational and non-gravitational
perturbing forces at every trajectory phase (if the man-made rockets and thrusters
work as expected during launch). These forces are mainly related to planetary and
solar-forcing perturbations during the mission’s geocentric, heliocentric and Martian
trajectories. There have been several attempts in the past towards the launch of
interplanetary missions (IPMs) or spacecrafts, but only a few of them are successful;
more than half of the attempted missions to explore the ‘red planet’ (Mars) were
unsuccessful (Space.com, 2014). However, the failures obviously led to instructive
and resourceful lessons that has translated to having more success in subsequent
attempts (see Ezell and Ezell, 2009; TPS, 2013). Whereas IPMs launch attempts
started in the 1960s, majority of the successful ones were launched within the last
two decades. Planetary and solar-induced perturbations are among the probable
reasons for the high failure rate, especially during phases of transit and arrival to
their destination. High precision and accuracy in calculations are particularly crucial
for success because small parametric fluctuations from perturbing forces can intro-
duce errors that are detrimental to successful launch. In addition, under- and/or
over-performance of thrusters, miscalculations in firing directions and Liquid Apogee
Motor (LAM) alignments, failure of launch vehicles, communication/radio failures
and type or mode of entry are all potential causes of IPMs failure (Patton et al.,
2010; Fortescue et al., 2003; TPS, 2013; Space.com, 2014). The present Thesis work
points to some sources of fluctuations that may arise in IPM launch and operation
(mainly planetary and solar forcing-induced perturbations). The relative magnitude
of solar and lunar perturbations acting on spacecrafts is shown in Fig. 4.7. A review
of some planetary and solar driven perturbations on IPMs, especially for Mars mis-
sions (before and after orbit insertion) can be found in Nwankwo and Chakrabarti
(2015). On 5 November 2013, the Indian Space Research Organisation (ISRO) in
her first attempt launched the Mangalyaan spacecraft, an interplanetary mission
to Mars. The Mangalyaan spacecraft orbited the Earth between 5 November and
1 December 2013, basically building up the required velocity (△V ) to escape the
Earth’s sphere of influence (ESOI). Leaving ESOI on 1 December 2013 it traveled
for about 300 days to Mars, and was successfully inserted in the orbit around Mars
on 24 September 2014 (also see Nwankwo & Chakrabarti, 2015). The artist impres-
sion of the Mangalyaan Mars Orbiter (MMO) is shown in Fig. 4.2c. In this work
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Figure 4.7: Relative magnitudes of main sources of perturbation acting on spacecrafts

(Adapted from Fortescue et al., 2003)

we simulate and analyse the significance of atmospheric drag force on the spacecraft
during its geocentric (in Earth’s orbit), heliocentric (in the Sun’s orbit) and Martian
orbit or areocentric trajectory.

Whether an orbiter or a lander, the IPM spacecrafts begin their missions af-
ter successful orbit insertion and/or landing, mainly to explore a particular planet
(e.g., Mars). For Mars lander missions (e.g., Curiosity Rover), entry, descent and
subsequent landing are stages that must be undergone by the spacecraft, and quite
challenging phases too. Braun and Manning (2006) in their study pointed out some
system challenges associated with Mars exploration entry, descent, and landing,
emanating from three sources: (i) an atmosphere which is thick enough to create
substantial heating, but not low enough to reduce terminal descent velocity, (ii) a
surface environment of complex rocks, craters, dusts and terrain patterns and (iii)
the cost of replicating a Mars-relevant environment for space flight qualification of
new entry, descent and landing technologies. In this case study, we are interested
in the orbit-shrinking due to repeated passage of Mangalyaan around the perigee,
during interplanetary phase trajectory and at the periapsis (in Mars orbit). In
particular, using the equations that described variation in the mean radius of the
satellite per revolution we computed the orbital decay of the Mangalyaan during
the perigee passage for 28 days in Earth’s orbit, 300 days heliocentric trajectory



Chapter 4. Implementation of drag model 69

Figure 4.8: (a) Planned trans-Martian trajectory of Mangalyaan spacecraft (b) maneu-

vered orbits (heights) after consecutive velocity boost (from Nwankwo and Chakrabarti,

2015)

(with respect to the sun) and 100 days of periapsis passage in Martian orbit. The
known effect of drag around the apogee (in Earth orbit) is somewhat insignificant
in heliocentric orbit due to the large distance of the spacecraft from the sun and
the Earth. In Martian orbit or atmosphere, drag effect is important but much less
compared to that experienced in Earth orbit (which also depends on the type of or-
bit), especially on a long-term trajectory profile. The Mangalyaan would experience
significant drag around the periapsis over time in its areocentric orbit (see Nwankwo
& Chakrabart, 2015).

4.2.1 The mission plan of the Mangalyaan and its trans-Martian

flight profile

The Mangalyaan was delivered to an initial elliptical orbit of 248.4 km (perigee,
rp) by 23,500 km (apogee, ra) and inclination of about 19.2◦. The spacecraft requires
three phases of mission-plan (MP) to reach Mars such as (i) the geocentric phase,
(ii) the heliocentric phase and (iii) the Mars-centric (areocentric) phases. The Man-
galyaan Mars Orbiter (MMO) will fire its liquid apogee motor (LAM) six times at
a given interval when passing perigee to gradually increase the apogee of the orbit



Chapter 4. Implementation of drag model 70

and consequently moves through the phases up until departure and arrival in Mars.
The planned trajectory of the spacecraft is shown in Fig. 4.8a. When in the geo-
centric phase, the MMO (with six engine burns) gradually maneuver into a ‘depart’
hyperbolic trajectory and eventually escape the Earth’s sphere of influence (ESI)
with orbital velocity boost. Away from ESI, the perturbing force on the orbiter is
due to the sun. Its apogee was raised to about 192,874 km from the initial 23,500
km between November 5, 2013 and November 16, 2013 after five consecutive raising
maneuvers. In the computation which follows, we have assumed a corresponding
perigee rises to approximately 500 km from an initial value of about 248.4 km (a
total incremental height of 250 km) during velocity boost (△V ). The maneuvered
apogee heights after each velocity boost are shown in Fig. 4.8b. This work started
shortly after the launch of the spacecraft with continuous update until MOI (also
see Nwankwo and Chakrabarti 2015). The Mangalyaan departed Earth’s orbit and
tangentially encountered Mars orbit (see, Fig. 4.8a). At the areocentric orbital
phase the spacecraft reached the Mars sphere of influence (MSOI) in a hyperbolic
trajectory on September 24, 2014. At the closest approach to Mars, it was captured
into the planned orbit around Mars by imparting △V retro maneuver (ISRO, 2013).
The planned orbital parameters of Mangalyaan in Martian orbit is shown in Fig. 3
of Nwankwo and Chakrabarti (2015).

Parametric requirements for trajectory analysis

We estimate the effective projected area (As) of the spacecraft from the satellite’s
mainframe elements and/or specifications. We consider three essential parts of the
spacecraft viz. the solar panels, the Yaw and Pitch deck assembly and the top
and bottom deck assembly. We assumed each of the deck assemblies to be square-
shaped of approximately 3.34 m2. The solar panel wings of most satellites are
usually designed to constantly adjust to maintain an optimum amount of battery
charging and minimize frontal area projected to the ram direction. This mechanism
also minimises atmospheric drag and saves propellant (Stockman et al., 2009). We,
therefore assumed the projected surface area to be about 5.04 m2. This value may
fluctuate in flight because directional changes of the solar panel, which are usually
offset with respect to the sun direction (Munir et al., 2012). The spacecraft has a
mass of 1337 kg and orbiting the Earth at an initial injected elliptical orbit of radius
250 km perigee by 23,500 km (also see ISRO, 2013).

Heliocentric phase trajectory

We assumed a Hohmann-transfer heliocentric trajectory from Earth to Mars
(Chobotov, 2002). In heliocentric motion, the formulation of the equations of the
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changes in mean radius of the satellite (including the perigee and apogee velocity)
is with respect to the sun. The required perihelion velocity vp and apoapsis velocity
va at transfer orbit are given by the Eqs. (2) and (3) in Nwankwo and Chakrabarti,
2015.

Earth and Martian atmospheric density profile

The atmospheric density model (NRLMSISE-00) used in this work was mainly
developed for the Earth’s atmosphere. Martian features are similar to those of the
Earth in many ways, but their atmospheric composition and condition are not the
same. For instance, the percentage composition of carbon dioxide and nitrogen in
Martian atmosphere is about 93 % and 2.7% respectively, while that of Earth is
less than 1% and 78%. In this analysis, without strict consideration for individual
constituents of Martian atmosphere, we assume that the total mass density of Mars
atmosphere is only one percent (1%) of Earth’s atmosphere. Again, we assume the
geometry of the ellipse orbit as shown in Fig. 4.9, for the analysis and computation
of drag around and during satellite perigee passage in Earth and Martian orbits.
We neglect drag effect around and during apogee passage and compute density (and
drag) at an average distance Rm,

Rm = (R2
1 +R2

2 +R2
3)

1
2 . (4-1)

Thus, the effect of drag is assumed to be significant only during the interval of the
satellite’s passage from R1 to R3.

4.2.2 Computational results

The maneuvered orbits of the Mangalyaan and the corresponding computed de-
cay rate are shown in Fig. 4.10. Orbit maneuver was essentially done to boost or
raise the orbit of the spacecraft while building up the velocity to escape ESOI. Thus,
at respective maneuvered orbits of 248, 252, 257, 304, 348, 380, 420 and 500 km the
spacecraft experienced respective orbital decay rates of about 47.34, 47.14, 51.01,
34.12, 22.67, 18.62, 12.42 and 6.87 m/day during the time/days spent in each orbit.
The triangles at specified heights indicate the number of days the spacecraft stayed
in corresponding orbit before velocity boost or orbit-rising. Wherever perigee height
for each orbit boost/rise (maneuvered) is not explicitly provided, reasonable values
were assumed. The rate at which the spacecraft decayed decreased with increased
altitude (subsequent to orbit-rising). This is expected since density and drag force
decrease with increase in altitude (from the earth) depending on the extent of solar
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Figure 4.9: (a) Region of the orbit R1 to R3 where the drag effects have been considered,

while the spacecraft is in Earth and Martian orbits (from Nwankwo and Chakrabarti,

2015)
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and geomagnetic activity. Although the drag force decrease at the altitude (after
orbit-rising), we have observed that severe space weather condition, especially dur-
ing high geomagnetic activity, increased the drag force on the system. Orbit decay
rate increased significantly on the ninth and eleventh days (after launch), due to high
solar and geomagnetic activity. Upper atmospheric heating and associated density
fluctuations are largely due to solar EUV. However, geomagnetic field-induced heat-
ing is important during short interval of geomagnetic disturbances and storms. We
found that when perigee height increased by a total sum of about 250 km, the space-
craft decayed by a about 720 m within about 28 days in the Earth’s orbit during
geocentric trajectory.

Figure 4.11 shows computed mean altitude of Mangalyaan, rate of its orbit decay,
thermospheric density and thermospheric temperature during the satellite’s 300-day
heliocentric trajectory. We assumed an elliptical orbit with mean radius (altitude)
of 149, 502, 370 km during Earth-Mars (heliocentric) transfer. Typically, thermo-
spheric temperature varied between 1050 K and 1350 K and density varied between
2.0×10−19 kg/m3 and 3.5×10−19 kg/m3. The total orbital decay is about 157.6 m.
These calculated values are based on the indices of solar and geomagnetic activi-
ties in the intervening period (as inputs). Atmospheric drag and subsequent decay
which may be experienced by Mangalyaan during heliocentric trajectory is small
compared to geocentric trajectory scenario (up to a factor of four). Although quite
nominal, but the implication of the seemingly small amount of decay is that the
planned orbital parameters (such as the periapsis and apoapsis) during Mars orbit
insertion may be influenced. This unforeseen change must be corrected before Mars
arrival Phase. On the other hand, if the expected orbital parameters and hence
the retro-velocity requirement are not critical (stringent requirement), fluctuation
of this magnitude (157.6 m) may not influence the craft’s orbit insertion in Mars.

The Martian atmosphere causes a drag only on a small part of the planned
365×80,000 km elliptical orbit. Since the density in Mars atmosphere is only about
1% of that of the Earth (We assume this for computational purpose also), drag effect
is expected to be very minimal. However, this becomes important over a long period
of time; for a very small decay of the apoapsis, the periapsis would decay by a large
amount and thus, the orbit will gradually be circularized. Under such scenario the
orbit decays faster and would ‘theoretically’ crash into Martian atmosphere. Figure
4.12 shows the (a) mean periapsis height and (b) decay rate of the Mangalyaan
during 100 days trajectory. Our simulation produced a total decay of about 700.8
m with a decay rate of up to 9 m/day in areocentric orbit, based on the actual
observed indices of solar and geomagnetic activity between September 24, 2014 and
December 31, 2014 (after MOI), and assumed atmospheric density profile of Mars
(based on Mars-Earth atmosphere and temperature ratio).
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Figure 4.11: Mangalyaan (a) mean altitude, (b) orbit decay rate, (c) thermospheric tem-
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Chapter 5

Geomagnetic storm induced

magnetosphere-ionosphere dynamics using very

law frequency (VLF) radio signal

Solar and geomagnetic activity and associated phenomena drive changes in mag-
netosphere conditions. The coupling effects of such conditions modify both ther-
mospheric and ionospheric signatures (e.g., atmospheric density, electron content,
ionospheric current system, ionisation rates, conductivity gradient and reference
height of the D-region). Geomagnetic storms are the leading driver of large-scale
coupled magnetosphere-ionosphere dynamics in the geospace environment. The re-
sponse of the ionosphere to changes in solar and geomagnetic conditions involve
the exchange of particles and electromagnetic energy, which is usually absorbed,
reprocessed and deposited in the ionosphere by the magnetosphere (Burke, 2000;
Streltsov and Lotko, 2004; Goldstein et al., 2006; Russell et al., 2010; Russell and
Wright, 2012 Leonard et al., 2012; Kutiev et al., 2013). Magnetic reconnection is the
dominant coupling process between the interplanetary magnetic field (IMF), usually
embedded in solar wind, and terrestrial magnetic fields (Cowley et al. 2003). The
effects of solar and other ionospheric change drivers (e.g., thermal tides, tropospheric
warming etc.) at different heights, locations or latitudes of the ionosphere vary in
development depending on time and intensity (Nwankwo et al. 2016). The resulting
ionospheric variations also reflect different mechanisms and aspects of the the driv-
ing forces (see, detailed review of the ionosphere in Chapter 2). The parameters of
most electromagnetic waves (e.g. velocity, direction and amplitude) are distinctly
affected when propagating through the ionosphere. This propagation characteristic
makes Radio waves one of the ideal tools for ionospheric study (Prolss, 2004). Other
tools used for study or probing of solar forcing induced ionospheric variations have
been mentioned in Chapter 1.

76
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5.1 VLF propagation in the Earth-ionosphere waveguide

The amplitude and phase of very low frequency (VLF) radio waves in the 3-30
kHz are sensitive to changes in electrical conductivity of the lower ionosphere (Al-
fonsi et al., 2008), making it effective in probing solar induced variable conditions
in the D region. The field strength of VLF radio signal can be calculated and/or
predicted from the Ray theory or the waveguide mode theory. Detailed formula-
tion of the theory can be found in Wait (1962, 1998). Some work have also been
done in this regards (e.g., Chakrabarti et al., 2010 and others). For simplicity we
provide a general background of radio wave propagation in ionospheric medium,
because understanding the ionospheric medium is key to efficient radio propagation
and communication (Hunsucker and Hargreaves, 2003). The ionospheric plasma
medium through which the signal is propagated is composed of variety of atomic
and molecular ions (see Section 2.3 of Chapter 2) that are interacting in a complex
way by photochemical reactions. The main process can be described by the con-
tinuity and energy equations, and the equations of motion for individual charged
particles, with consideration that the total number of ions is equal to the number
of electrons in the plasma medium (Davies, 1990). The fundamental continuity
equation for the electron is given by (Hunsucker and Hargreaves, 2003; Jakowski,
2015)

∂ne

∂t
= Q− L−∇(nev), (5-1)

where, ne is the electron density, t is the time, Q is the rate of electron production,
L is the rate of electron loss, and v is the mean velocity of the electron. The
composition and density of the neutral gas severely affect the production and loss
term in the continuity equation, and forces of penetrating thermospheric winds and
electric fields from the magnetosphere mainly determine the transport term.

The vertical electron density distribution can be described by the Chapman’s
theory. When a horizontal stratified layer of one-component isothermal gas is consid-
ered, which is ionoised by a monochromatic beam of solar radiation at an incidence
angle χ and assuming equilibrium conditions, the height dependence of the electron
density is given by the Chapman’s layer function (Chapman, 1931; Hunsucker and
Hargreaves, 2003; Jakowski, 2015):

ne = Noexp

(
1

2
[1− z − sec(χ)exp(−z)])

)
, (5-2)

with
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z =
h− ho

H
. (5-3)

Here, No is the peak density, ho is the peak height and H is the pressure scale height
of the neutral gas.

The production, loss and motion of ionospheric plasma, as well as strong cou-
pling with the thermosphere and magnetosphere are driven by different processes,
leading to a typical vertical structure of the ionospheric electron density (also, see,
Section 2.3.1-2.3.2 of Chapter 2). Specific processes dominate different layers of the
atmosphere (e.g. D, E, F1 and F2). For instance, the E layer is thought to be the
region of the ionosphere where electric currents maximise (Jakowski, 2015). The to-
tal vertical electron density structure can be described by different Chapman layer
function representing different layers (Hunsucker and Hargreaves, 2003; Jakowski,
2015). Electromagnetic waves interact with charged particle when traveling through
the ionospheric plasma. The degree of such interaction is described by the refractive
index of the medium, which have been derived by Appleton, Lassen and Hartree
(also see Budden, 1985; Rawer, 1993). From Maxwell’s equations, the refractive
index n for a cold, homogeneous and collisionless plasma is given by the equation
(Jakowski, 2015),

n2 = 1−
f 2
p

f 2
, (5-4)

where the plasma frequency fp is given by,

f 2
p =

nee
2

4π2meϵo
, (5-5)

where, e is the electron charge, me is the electron mass, and ϵo is the dielectric
constant vacuum. If the frequency of a propagating radio wave is equal to the plasma
frequency, the refractive index is equal to zero, implying that the wave is reflected
(this is typical of VLF radio waves). In principle, the frequency of a vertically
directed radio wave can be increased step-by-step such that reflection takes place at
a growing heights where the wave reaches the plasma frequency. On the other hand,
if the frequency of a vertically transmitted radio wave exceeds the plasma frequency,
the radio wave can travel through the ionosphere (Jakowski, 2015). Radio waves
propagation (and reflection) in the ionosphere is illustrated in fig 5.1.
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Figure 5.1: VLF radio signal propagation (and reflection) in the Earth-ionosphere waveg-

uide (Image: Morris Cohen, Stanford University)

Since the ionosphere is constantly changing, the art of propagation prediction is
usually to determine the best radio frequency for a given path for the current state
of the ionosphere conditions (Hunsucker and Hargreaves, 2003). Transmitted VLF
radio signals (from transmitters) are reflected alternately between the D region and
the Earth’s surface due to high conductivity (Mimno, 1937; Poole, 1999; Hunsucker
and Hargreaves, 2003), and thus guiding and enabling the signal to propagate glob-
ally through the Earth-Ionosphere waveguide (EIWG). Such transmitted signal is
then received at various receivers across the world. The propagation of VLF ra-
dio signal in the Earth-ionosphere waveguide is illustrated in fig 5.1. Typical VLF
signals received at various stations are shown in figure 5.2(a-f). Variations in day-
time VLF signal amplitude and phase appear to be well correlated with solar X-ray
output (with almost prompt responses). Therefore, many researchers have used the
tool/data to study solar-induced sudden ionospheric disturbances (SID) and other
changes in the atmosphere (e.g., Araki, 1974; Hayakawa et al., 1996; Kleimenova et
al., 2004; McRae and Thomson, 2004; Thomas et al., 2004; Grubor et al., 2005; Peter
et al., 2006; Sasmal et al., 2009; Chakrabarti et al., 2010; Clilverd et al., 2010; Basak
et al., 2011; Pal et al., 2012; Palit et al., 2013; Ray et al, 2013; Raulin et al., 2013;
Nwankwo et al, 2014). Other methods used for related ionospheric studies have been
mentioned in Chapter 1. Some of the methods that have been identified and often
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Figure 5.2: Diurnal VLF signal amplitude variations showing marked and analysed signal

metrics. (a and c) DHO-A118 propagation path signal; (b and d): GQD-A118 propagation

path signal and (e-f) to illustrate pseudo-terminators.

utilised in probing ionospheric variability using VLF signal include anomalous sun-
rise terminator (SRT) and sunset terminator (SST) time shifts, D-layer preparation
time (DLPT) and D-layer disappearance time (DLDT), and anomalous nighttime
and day-length signal fluctuation etc. (e.g., see above references).

5.1.1 Sudden Ionospheric Detection (SID) by VLF Radio Signal

The D region of the ionosphere (roughly 60-90 km) is maintained by the Lyman-
α radiation at a wavelength of about 121.5 nm by ionisation of neutral nitric oxide
(NO). Hard X-ray output (λ < 1nm) can also ionise N2 and O2, especially during
high solar activity. It is known that galactic cosmic rays are also involved in the
ionisation of the lowest part of the lower ionosphere, including the troposphere (also,
see Lastovika, 1996). Following a solar flare event, enormous amount of energy is
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released in the form of energetic UV radiation (mainly X-ray flux enhancement)
that can penetrate the D region and increase the ionisation rate. The electron
density of the ionosphere is enhanced by the ionisation processes, leading to the
enhancement of the ‘thickness’ of the D region, thereby decreasing the reflection
height (h) of the EIWG (see fig 5.1). Such modification of the lower and upper
boundary condition of the waveguide can lead to a change in the received signal
(Wait and Spies, 1964; Mitra, 1974; Jakowski, 2015). Thus the modification is
normally detected as a sudden change in the amplitude and phase of a VLF signal
(see fig 5.2c-f). The dusk-to-dawn signal of VLF radio waves exhibit high variability
due to significant fall in density of the D region. Also, VLF signals are generally
sensitive to phenomena other than those originating from the Sun, but the daytime
signal is primarily controlled by the Sun (Nwankwo et al. 2016).

5.1.2 Geomagnetic storms induced variations of the ionosphere and

effects

Geomagnetic disturbances and storms produces significant global disturbances
in the ionosphere. The effect of geomagnetic storms can also extend (coupled) to
the middle atmosphere and the troposphere (Lastovika, 1996; Danilov and Lastovika
2001). In the ionosphere, the effects of geomagnetic storms mainly manifest through
Joule heating, and energetic particles precipitation (especially below the dynamo
region, ∼95-100 km). The particles lose their energy by impact and X-ray production
by bremsstrahlung (Lastovika, 1996), causing significant enhancement of electron
density (Chenette et al., 1993; Stoker 1993; Lastovika, 1996), modulation of galactic
cosmic ray flux, global electric circuit and atmospheric electricity (that are influenced
by local changes in conductivity and ionosphere/magnetosphere electric fields and
currents) (Danilov and Lastovika, 2001). These scenarios cause significant increase
in radio wave absorption and subsequent disappearance of radio signals in MF/HF
values (Lastovika, 1996). It is known that VLF radio signals are significantly affected
by geomagnetic disturbances (or storms) through dynamic coupling processes of
the magnetosphere and ionosphere (also see, Kikuchi and Evans, 1983). While the
daytime VLF signal amplitude and phase are well correlated with X-ray flux induced
sudden ionospheric disturbances (e.g. during solar flares and gamma ray bursts) and
well studied, geomagnetic storm-induced disturbances are often not immediately
detectable. Nevertheless, a few researchers have used it to study such effects with
insightful findings. Monitoring the trends in variation of VLF diurnal signal is
proving to be useful in studying (and understanding) of space weather effects in the
lower ionosphere (e.g. Araki, 1974; Kikuchi and Evans, 1983; Kleimenov et al., 2004;
Peter et al., 2006; Clilverd et al., 2010; Kumar and Kumar, 2014; Tatsuta et al.,
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2015, Nwankwo et al., 2016), as well as ionospheric changes from other atmospheric
and lithospheric sources. The response of VLF signal to geomagnetically induced
ionospheric disturbances, however, depends on the propagation characteristics of
signal propagation path. The insightful findings and/or contribution of some of the
investigations to this area of study have been discussed in Chapter 1, including those
of Kikuchi and Evans (1983), Peter et al. (2006), Chakrabart et al. (2010), Kumar
and Kumar (2014) and Tatsuta et al. (2015).

In addition to the well correlated VLF signal amplitude variation and phase
enhancement consistent with X-ray flux induced sudden ionospheric disturbances
(SID), the present Thesis work seeks to understand how the effects of geomagnetic
activity/storms are communicated to D region of the ionosphere (particularly in
Mid-latitude) through monitoring of trends in variation or behaviour of VLF signal
amplitude. In the first part of the present work, we characterize the dawn, day
and dusk signal amplitude of VLF radio into reasonable metrics and analyse their
trends in variation during 16 geomagnetic storms condition (also see, Nwankwo et
al. 2016). In the second part, we will build on the analysis of the first part to
perform a more detailed analysis in order to substantiate and/or further investigate
the findings (of the previous work) using 20 storm cases (also see Nwankwo and
Chakrabarti, 2016). Whereas this work is similar in some aspects to the work of
the above mentioned authors, it also included several cases of storms with the goal
of bringing in statistical significance in the study. Such approach, as well as the
characterisation of the signal amplitude into metrics (for efficient and accomplished
analysis) were not considered in previous work. This goal-oriented analysis led to an
insightful finding that opened a new front for further investigation. We then made
an attempt to further investigate such findings in the second aspect of the study
(Nwankwo and Chakrabarti, 2016), while building on the analysis in the first path
(Nwankwo et al. 2016).

5.2 Data and Analysis

In this work we analysed the amplitude metrics of diurnal VLF radio signal
from 3 propagation paths, monitored at A118 SID receiving station in Southern
France (http://sidstation.loudet.org/data-en.xhtml), in conjunction with solar and
geomagnetic data including GOES solar X-ray flux, average z-components (Bz) and
total magnetic field (HT ) (http://satdat.ngdc.noaa.gov/sem /goes/data/), geomag-
netic Ap (from NOAA/SWPC database) and disturbance storm time (Dst) index
(from World Data Centre for Geomagnetism (WDCG)), solar wind speed (Vsw) and
particle density (PD) (ftp://sohoftp.nascom.nasa.gov/ sdb/goes/ace/). In figure
5.3, we show the 3 propagation paths, which include GQD-A118, ICV-A118, and
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Figure 5.3: VLF signal propagation paths (PP) used in the study: the three transmitters

are DHO, GQD and ICV, and the A118 receiver (adapted from A118 SID station Web

page)

DHO-A118; GQD (22.1 kHz GQD, lat N54.73◦ long W002.88◦), ICV (20.27 kHz,
lat N40.92◦ long E009.73◦), DHO (23.4 kHz, lat N53.08◦ long W007.61◦.

The variable solar wind is studied because its velocity, density, strength and
direction, the and strength and direction of its embedded interplanetary magnetic
field modulate the structure of the surrounding magnetic field of the Earth and
controls the processes of mass, momentum and energy transfer from the solar wind
to the Earth’s magnetosphere-ionosphere system (Lastovika, 1989; Singer et al.,
1996). The component of the Bz indicates and contribute to energy transfer from
the solar wind sector to the magnetosphere (Prolss, 2004). The HT parameter can
be used to deduce the solar wind influence on the magnetosphere because substorms
enhances and intensify current systems in the magnetosphere-ionosphere system,
which can also be detected via HT component. The Ap (or, Kp) planetary indices
is used as an indicator of geomagnetic activity (indirectly). The disturbance storm
time index (Dst) is used as a measure of the severity of magnetic storms. The
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energy content of the ring current increases during geomagnetic storms, and varies
in inverse proportion with the strength of the surface magnetic field (Hamilton et
al., 1988). The study of the solar wind, and solar and geomagnetic parameters are
important to understanding the dynamic coupling between the magnetosphere and
ionosphere, and associated effects. However, this present work is mainly focused on
the behaviour of diurnal VLF signal in relation to changes in the ionosphere due to
geomagnetic storms or perturbations.

First, we analyse 4 six-day periods of varying geomagnetic disturbances or storms
viz. during 14th-19th February 2011 (recognised as moderately disturbed), 26th-
31st May 2011 (recognised as a moderate storm), and 24th-29th September and
23rd-28th October 2011 (recognised as relatively intense storm conditions). We
then analyse 2- to 4-hour mean VLF signal amplitude before sunrise and after sunset
(hereafter respectively denoted as MBSR and MASS), and mid-day signal amplitude
peak (MDP). We also identified typical values of the signal at sunrise and sunset,
recognised as sunrise and sunset terminators (hereafter, denoted as SRT and SST).
The diurnal VLF radio signal of some propagation paths indicating aspects of the
characterised signal metrics (i.e., MBSR, MDP, MASS, SRT and SST) are shown in
Fig. 5.2 (a-f); fig 5.2 (a and c) are for DHO-A118 propagation path, fig 5.2(b and
d) for GQD-A118 propagation path. Figure 5.2(e and f) are shown for the purpose
of illustration of complex nature of the terminators and descriptions of these will be
made below.

5.3 Diagnostic study of geomagnetic storm-induced iono-

spheric changes in mid-latitude D-region

We analyse the characterised signal metrics (amplitude) of VLF radio signals in
conjunction with geomagnetic indices, to describe magnetosphere-ionosphere cou-
pling in mid-latitude D region. The analysis include daily solar flare count (for
flares ≥ C) to highlight the extent of flare activity and X-ray flux output during
each period. We also calculated the standard deviation of daily Dst as a measure
of the extent of and/or fluctuations in geomagnetic activity. The main goal of the
analysis is to investigate the trend in variations of these signal metric under varying
solar and geomagnetic induced space environmental conditions, for identification of
the footprints of geomagnetic storms in D-region. Data were analysed for two signal
propagation paths (PP) in each case. To start with, we perform a detailed study of
four particular cases, and then investigate the statistical significance of our results
with more cases.
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5.4 Results and Discussion

5.4.1 Analysis of VLF signal amplitude behaviour during geomag-

netic storms in mid-latitude D-region

In Figure 5.4(a-h) we show the diurnal VLF amplitude for GQD-A118 and ICV-
A118 propagation paths, X-ray flux output, solar wind speed (Vsw), particle density
(PD), Bz magnetic field component, HT magnetic field, daily Dst standard deviation
and Ap variation during 14th-19th February 2011. Up to 79 flares (C=69, M=9,
X=1) and Dst >-50 were recorded during the period (also see, Table 5.1). We
observe high flare events on 14th, 16th and 18th (see, Fig. 5.4c) and significant
geomagnetic activity on the 14th and 18th February (see, Fig. 5.4e-g), as well as
high variability of Vsw (from 06:00 pm, 14th - 12:00 noon, 15th and during most
part of 18th February). This condition is associated significant magnetospheric
impact (via Bz, HT and Ap) (see, Fig. 5.4d-f). The prevailing Dst highlight the
extent and/or severity of induced magnetospheric perturbations during late 14th
and part of 18th (see, Fig. 5.4g). The signal (amplitude) of the two propagation
paths appear to respond in a manner consistent with high flare events during the
period. Because flare-induced influence (or, spikes) on daytime signal are distinct
and appear to overshadow those of geomagnetic activity origin, we study the trend
in the signal metrics variation (e.g. MBSR, MDP, MASS, SST and SRT) for distinct
signal behaviour related to storm-induced variations (Nwankwo et al. 2016).

In Figure 5.5 we show the daily Dst standard deviation, 4-hour mean signal
amplitude before local sunrise (MBSR), mid-day signal peak (MDP), 4-hour mean
signal amplitude after sunset (MASS), variation in sunrise terminator (SRT) and in
sunset terminator (SST) for (a) GQD-A118 and (b) ICV-A118 propagation paths
during 14-19th February 2011. A summary of relative trend in variations of the
parameters over the period is provided in Table 5.1. The reference disturbances are
those of 14th (day 1) and the 18th (day 5), presumed to be caused by the increase
in Vsw and PD (see, Fig. 5.4d). For proper analysis we consider the trend of pre-
event day signal changes in order to determine that of the event(s) day, and also
consider the post-event(s) day for extended effect, because of the varying timescale of
ionospheric response to different aspects of solar forcing and mechanisms. We note
the increase in MBSR and SRT, but ‘dipping’ of MDP, MASS and SST on 15th
(day 2) (see, Fig. 5.5a). The influence of the induced perturbations is therefore
expected to extend into a considerable part of 15th (day 2) because of the onset of
the perturbations on the 14th (day 1). We observe that almost all the signal metrics
increased on the 16th (day 3), with geomagnetic condition being relatively ‘quiet’
on the day. On the other hand, there was a significant and extended geomagnetic
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disturbed condition on 18th (day 5). On this day only the SST increased (during
which a decline in the initial induced perturbation was expected), while all other
metrics (MBSR, MDP, MASS and SRT) ‘dipped’ in GQD-A118 propagation path
(Fig. 5.5a). This trend is replicated in ICV-A118 propagation path around 15th
(day 2) but quite inconsistent on 18th (see, Fig 5.5b). However, the increase in
MDP on 18th (in ICV-A118 signal) appear to be related to flare-induced signal
amplitude variation on the signal as well as high fluctuation of signal amplitude in
the propagation path (see, Fig 5.4b).

Table 5.1: Trend of time variation of VLF amplitude, Dst and flare count during 15-

18th February 2011 for GQD-A118 and ICV-A118 propagation path (from Nwankwo

et al. 2016).
GQD-A118 propagation path

Date Mean Signal peak (dB) Signal dip (dB) Dst (nT) Flare count

MBSR MDP MASS SRT SST σDst ≥ C C M X

14/2/11 14.08±0.78 9.77 12.57±2.18 -4.13 1.96 ±16.19 12 11 1 0

15/2/11 14.20±1.15 8.80 11.22±0.72 -2.85 -2.13 ±3.67 8 7 0 1

16/2/11 14.85±1.07 9.55 12.93±0.95 -2.69 0.47 ±3.71 15 12 3 0

17/2/11 13.89±1.14 10.10 11.40±0.82 -2.83 -2.26 ±5.27 12 12 0 0

18/2/11 13.21±0.90 9.64 11.25±1.09 -3.27 0.28 ±21.29 20 15 5 0

19/2/11 13.99±1.10 8.14 11.81±2.23 -2.10 0.22 ±2.90 12 12 0 0

ICV-A118 propagation path

14/2/11 12.95±3.82 -12.89 13.46±3.40 -38.82 -33.99 ±16.19 12 11 1 0

15/2/11 21.11±3.11 -16.05 12.05±4.17 -17.30 -40.80 ±3.67 8 7 0 1

16/2/11 13.60±2.38 -14.56 10.56±3.49 -34.52 -32.80 ±3.71 15 12 3 0

17/2/11 9.83±3.81 -14.04 10.24±2.57 -24.08 -40.50 ±5.27 12 12 0 0

18/2/11 20.56±3.24 -13.11 11.39±3.95 -27.65 -41.75 ±21.29 20 15 5 0

19/2/11 19.81±1.25 -16.28 14.26±3.88 -30.42 -35.67 ±2.90 12 12 0 0

In Figure 5.6 we show the variations in VLF signal amplitude for GQD-A118
and ICV-A118 propagation paths, X-ray flux, Vsw, PD, Bz, HT , daily Dst standard
deviation and Ap variations during 26th-31st May 2011. The blue and red lines in
the Figure indicate the storm commencement and peak time, respectively. About
43 flare events (C=41, M=2, X=0), and a moderate storm (Dst <-50 (up to -91)
are associated with the period. The storm event on the 28th resulted in significant
disturbances on 28 and 29 May (Fig. 5.6 c-h), and appear to be driven by sudden,
significant rise in Vsw and PD, probably due to CMEs. Up to 3 CMEs with speed
exceeding 1000 km/s were recorded between 27th and 29th (SOHO) suggesting
that the solar wind is of CME origin. Solar wind density is known to influence
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Figure 5.5: Daily Dst standard deviation, 4-hour mean signal amplitude before sunrise

(MBSR), mid-day signal peak (MDP), 4-hour mean signal amplitude after sunset (MASS),

sunrise terminator (SRT) and sunset terminator (SST) variations for (a) GQD-A118 and

(b) ICV-A118 propagation path during 14-19th February 2011 (from Nwankwo et al.

2016).
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the capability of a given value of the solar wind electric field (SWEF) to create a
Dst disturbance (also see, Weigel, 2010). A CME influence is suggested because
solar flares and prominence eruptions do also occur in association with the event.
However, because of the specific scope and goal of this analysis we do not strictly
attribute the solar wind and magnetosphere conditions of this period to CMEs as
detailed analysis will be required. With relative high flare activity around 28th-
29th May, the increase in daytime signal amplitude consistent with the signal’s
response to X-ray output tend to be diminished (in both propagation paths) under
geomagnetic storm condition when compared with 14th-19th February scenario (see,
Fig. 5.6 a-b). This situation is also replicated in the other three storm conditions
investigated alongside (Nwankwo et al. 2016).

Figure 5.7 shows daily Dst standard deviation, MBSR, MDP, MASS, SRT and
SST variations for (a) GQD-A118 and (b) ICV-A118 propagation paths during 26th-
31st May 2011. A summary of the variation of each signal metric over the period is
provided in Table 5.2. Here the reference storm case is that of 28 May (day 3). We
observed an increase in MBSR, MDP and MASS, but a dipping of SRT and SST in
GQD-A118 propagation path (Fig. 5.7a). However, dipping of the MBSR and MDP
occurred on the day following the storm day (on 29th (day 2) with moderate but
significantly disturbed). The MASS signal increased slightly while MBSR, MDP,
SRT and SST dipped with high Dst in ICV-A118 propagation path (Fig. 5.7b). We
note the spike in MDP is probably due to the influence of flare event in GQD-A118
propagation path on 28th; dipping need to be large or significant to overshadow
flare-induced influence on the signal. Also, effects of geomagnetic activity or storm
are expected on any portion of the signal (e.g., MBSR, MDP, MASS, SRT, SST) only
after the event. We speculate that the increase (in MDP signal) could also be related
to the characteristics of ICV-A118 propagation path, because mode interference
significantly depends on ionospheric conditions at the time, propagation paths and
energetic electron precipitation level on the ionosphere due to the magnetic storm,
which depends on geomagnetic latitude.

In Figure 5.8 we show the variations in the diurnal amplitude of VLF signal for
GQD-A118 and DHO-A118 propagation paths, X-ray flux, Vsw, PD, Bz, HT , daily
Dst standard deviation and Ap variations during 24th-29th September 2011. This
period is associated with relatively high flare events (up to 51; C=33, M=17, X=1)
and intense storm conditions with Dst ≤ -100. A notable feature of the period is the
recurrent storm of late 26th (red line) following the storm condition that commenced
before noon (broken red line) (Fig. 5.8(e-g)). Less intense storms also occurred on
28th and 29th. The storms were driven by high variable solar wind (and PD spike)
as could be clearly observed in Fig. 5.8d. The Dipping (or depression) of the daytime
(and MDP) signal of DHO-A118 propagation path on 26th is clearly visible in Fig.
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Figure 5.7: Daily Dst standard deviation, two-hour mean signal amplitude before sun-

rise (MBSR), mid-day signal peak (MDP), two-hour mean signal amplitude after sunset

(MASS), sunrise terminator (SRT) and sunset terminator (SST) variations for (a) GQD-

A118 and (b) ICV-A118 propagation path during 26th-31st May 2011 (from Nwankwo et

al. 2016).



Chapter 5. Geomagnetic storm induced ionosphere changes in D-region 92

Table 5.2: Trend of time variation of VLF amplitude, Dst standard deviation and

flare count during 26-31st May 2011 for GQD-A118 and ICV-A118 propagation path

(from Nwankwo et al. 2016).
GQD-A118 propagation path

Date Mean Signal peak (dB) Signal dip (dB) Dst (nT) Flare count

BSR Mid-day ASS SRT SST σDst ≥ C C M X

26/5/11 24.14±1.24 18.86 21.57±1.01 -12.59 -3.93 ±9.37 0 0 0 0

27/5/11 21.29±1.05 18.08 23.43±0.65 -5.86 1.98 ±9.31 5 5 0 0

28/5/11 21.73±1.00 19.32 24.49±1.22 -13.47 -0.38 ±22.33 19 18 1 0

29/5/11 22.20±1.42 20.17 23.29±1.63 -11.60 -1.07 ±6.35 13 12 1 0

30/5/11 24.52±1.74 20.64 24.06±1.07 -4.24 2.14 ±5.31 4 4 0 0

31/5/11 23.59±2.14 20.92 19.11±4.10 -7.75 -6.46 ±4.04 2 2 0 0

ICV-A118 propagation path

26/5/11 19.92±4.32 4.33 7.79±2.62 -47.18 -21.05 ±9.37 0 0 0 0

27/5/11 10.26±4.32 3.62 8.08±8.74 -39.18 -20.66 ±9.31 5 5 0 0

28/5/11 -2.74±8.39 0.63 10.44±9.05 -45.27 -30.47 ±22.33 19 18 1 0

29/5/11 16.07±2.28 -2.21 20.42±3.17 -50.02 -36.28 ±6.35 13 12 1 0

30/5/11 11.19±2.94 2.68 21.02±3.28 -45.85 -22.17 ±5.31 4 4 0 0

31/5/11 22.21±3.83 3.45 19.11±4.10 -46.08 -25.07 ±4.04 2 2 0 0

5.8b, and the post storm day signal (with lesser geomagnetic disturbance index) on
27th exhibited a tendency of recovery to pre-storm level. The trend of variations of
other signal metrics (MBSR, MDP, MASS, SRT and SST) have also shown similar
tendency (also see, Nwankwo et al. 2016).

Figure 5.9 shows daily Dst standard deviation, MBSR, MDP, MASS, SRT and
SST variations for (a) GQD-A118 and (b) DHO-A118 propagation paths during
24th-29th September 2011. The summary of the variations of each signal metric
over the period is provided in Table 5.3. Dipping of MDP, SRT and SST occurred
on 26th (day 3), while MBSR and MASS increased in GQD-A118 propagation path
(Fig. 5.9a). We note that the peak of the storms-induced perturbations, which
commenced later on 26th are expected into greater part of 27th. As could be seen in
Fig. 5.8g, theDst recovery during 27th is associated with momentary perturbations,
followed by the commencement of recurrent storm at 06:00 pm on the day. The
dipping of MBSR, MDP, MASS and SST persisted until 27th (day 4; see Fig 5.9a)
after which the MBSR, MDP and MASS increased following a decrease in Dst index
on the 28th. Storm conditions were also recorded on the 28th and 29th, but the
associated perturbations are not comparable to those of 26th-27th. In DHO-A118
propagation path, we observe dipping of the MDP, MASS and SST on the 26th (day
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3) and 28th (day 4; see Fig 5.9b). The MBSR and SRT relatively increased on the
days (3 and 4).

Table 5.3: Trend of time variation of VLF amplitude, Dst and flare count during

25th-28th September 2011 for GQD-A118 and DHO-A118 propagation path (from

Nwankwo et al. 2016).
GQD-A118 propagation path

Date Mean Signal peak (dB) Signal dip (dB) Dst (nT) Flare count

BSR Mid-day ASS SRT SST σDst ≥ C C M X

24/9/11 26.42±1.02 23.10 25.38±2.10 1.30 -1.28 ±4.08 13 4 8 1

25/9/11 24.94±1.16 23.30 24.98±0.96 -0.59 -0.40 ±4.56 10 4 6 0

26/9/11 25.52±1.14 22.61 25.62±1.59 -0.75 -2.11 ±50.73 11 9 2 0

27/9/11 22.91±1.35 22.15 24.87±1.63 -3.26 -7.25 ±24.54 8 8 0 0

28/9/11 27.31±0.77 22.51 25.13±1.38 3.28 -7.57 ±12.37 4 3 1 0

29/9/11 26.56±1.29 21.69 26.10±2.32 -3.85 -2.61 ±6.73 3 3 0 0

DHO-A118 propagation path

24/9/11 23.26±2.04 14.55 23.32±1.00 -12.96 -34.41 ±4.08 13 4 8 1

25/9/11 23.33±1.29 14.57 24.60±0.99 -26.86 -26.34 ±4.56 10 4 6 0

26/9/11 23.81±1.05 0.45 9.90±1.48 -26.79 -35.80 ±50.73 11 9 2 0

27/9/11 11.38±1.05 14.00 23.68±1.90 -30.47 -25.82 ±24.54 8 8 0 0

28/9/11 25.90±1.74 12.66 20.98±2.09 -9.85 -28.62 ±12.37 4 3 1 0

29/9/11 22.49±2.04 15.43 25.87±3.31 -21.78 -36.25 ±6.73 3 3 0 0

In Figure 5.10 we show the variations in diurnal amplitude of VLF signal for
GQD-A118 and DHO-A118 propagation paths, X-ray flux, Vsw, PD, Bz, HT , daily
Dst standard deviation and Ap variations during 23rd-28th October 2011. This
period is associated with only 11 C class flare events, and intense storm condition
(Dst <-132)). The storm commenced around sunset on 24th and peaked in the early
hours of 25th, presumably driven by high speed solar wind (HSS) and PD of 24th
October (Fig. 5.10(d-h)). The signal data for GQD-A118 propagation path during
12:00 noon, 25th - 06:00 pm, 26th October (Fig. 5.10a) are not available. Only the
DHO-A118 propagation path (at A118 SID receiving station) recorded data during
this time interval. 6 other propagation paths in the series have no data (e.g. GBZ-
A118, ICV-A118, NAA-A118, TBB-A118). This time interval probably corresponds
to the peak period of induced ionosphere perturbations. Therefore, further probing
of the possible cause of such scenario (with respect to the prevailing geomagnetic
condition) may be instructive, but outside the scope of this work. The dipping
of DHO-A118 propagation path daytime and MDP signal on 25th, being the most
disturbed day is clearly observed (Fig. 5.10b), with the post storm day signal also
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Figure 5.9: Daily Dst standard deviation, 4-hour mean signal amplitude before sunrise

(MBSR), mid-day signal peak (MDP), 4-hour mean signal amplitude after sunset (MASS),

sunrise terminator (SRT) and sunset terminator (SST) variations for (a) GQD-A118 and

(b) DHO-A118 propagation path during 24th-29th September 2011 (from Nwankwo et al.

2016).



Chapter 5. Geomagnetic storm induced ionosphere changes in D-region 96

-20
0

20

V
L

F
(d

B
)

-20
0

20

5.0e-07
1.0e-06
1.5e-06
2.0e-06

X
-r

ay
(W

/s
qm

)

0
10
20

P
D

(p
/c

c)

-100
-50

0
50

B
z(

nT
)

0
100
200

H
t(

nT
)

-150
-100

-50
0

50

D
st

(n
T

)

0 1 2 3 4 5 6
Time (day)

0
10
20
30

A
p

200
400
600

V
(k

m
/s

)

23 24 25 26 27 28 29

GQD-A118

DHO-A118

(a)

(b)

(c)

(d)

(e)

(f)

(g)

(h)

23-28 Oct’11

Vsw
PD

Figure 5.10: (a) Diurnal VLF amplitude for GQD-A118 PP (b) Diurnal VLF amplitude

for DHO-A118 PP (c) X-ray flux output (d) solar wind speed (d) Bz magnetic field com-

ponent (e) HT magnetic field (f) Dst and (g) Ap variations during 23rd-28th October 2011

(from Nwankwo et al. 2016).

showing the signal’s recovery to pre-storm level.

In Figure 5.11 shows daily Dst standard deviation, MBSR, MDP, MASS, SRT
and SST variations for (a) GQD-A118 and (b) DHO-A118 propagation paths during
23rd-28th October 2011. The summary of variations of each metric of the signal
over the period is provided in Table 5.4. The data of GQD-A118 propagation path
during 25th-26th is not sufficient for the present analysis (Fig. 5.11a). The DHO-
A118 propagation path signal showed dipping of the MBSR, MDP and MASS on
25th (day 3), corresponding to the storm’s peak day, but an increase in SRT and
SST (Fig 5.11a). The prevailing space weather conditions (with peak) of 25th (day
3) commenced at around 06:00 pm on 24th (day 2). Dipping of the MDP and MASS
also commenced on 24th (day 2). There is a post-storm day increase of MBSR, MDP
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and MASS with significant Dst low on 26th, a scenario that is characteristic of most
post-storm day signals. Therefore, we view such scenario as post-storm day signal
recovery tendency.

Table 5.4: Trend of time variation of VLF amplitude, Dst and flare count during

23rd-28th October 2011 for GQD-A118 and DHO-A118 propagation path (from

Nwankwo et al. 2016).
GQD-A118 propagation path

Date Mean Signal peak (dB) Signal dip (dB) Dst (nT) Flare count

BSR Mid-day ASS SRT SST σDst ≥ C C M X

23/10/11 24.35±0.88 16.59 21.83±0.87 -3.31 -4.27 ±4.08 3 3 0 0

24/10/11 21.63±1.02 15.28 22.66±0.93 -6.35 -4.89 ±16.35 0 0 0 0

25/10/11 19.70±3.77 - - 2.16 - ±30.76 1 0 0 0

26/10/11 17.14±2.59 - - - - ±6.25 1 1 0 0

27/10/11 22.32±1.43 17.45 21.74±1.33 -4.92 -9.69 ±3.53 1 1 0 0

28/10/11 21.83±0.86 19.35 19.47±2.52 -4.97 -11.98 ±4.48 5 5 0 0

DHO-A118 propagation path

23/10/11 26.18±1.05 10.45 25.51±0.82 -32.81 -37.10 ±4.08 3 3 0 0

24/10/11 25.53±0.92 10.23 24.80±1.33 -26.64 -30.84 ±16.35 0 0 0 0

25/10/11 22.75±0.99 -2.12 22.16±1.68 -19.19 -21.17 ±30.76 1 1 0 0

26/10/11 25.51±1.22 5.23 24.17±1.18 -34.30 -15.40 ±6.25 1 1 0 0

27/10/11 26.49±1.72 8.16 22.53±4.45 -25.25 -23.23 ±3.53 1 1 0 0

28/10/11 23.96±1.68 11.02 20.42±1.32 -29.63 -37.10 ±4.48 5 5 0 0

We now present a summary of the cases analysied above. We identify the most
disturbed day in each of the four periods and analyse the signal metrics variation on
the day viz. event 1 (E1) on 18th February, 2011; event 2 (E2) on 28th May, 2011;
event 3 (E3) on 26-27 September, 2011; and event 4 (E4) on 25th October 2011. We
allow two days interval for the analysis of the events during 26th-27th September
because of the recurrent storms. In summary, 2 of 3 events (E1−3) showed dipping
of MDP in GQD-A118 propagation path (VLF data during E4 is not available). 3 of
the 4 events (E1−4) showed dipping of MDP in ICV/DHO-A118 propagation paths.
We note that solar flare occurred around mid-day in the days when MDP showed no
dipping, and speculate possible flare-induced increase of signal metric on the MDP
and/or due to other atmospheric phenomena. 2 of 4 events (E1−4) showed dipping
of MBSR in GQD-A118 propagation path, and dipping in all the four events in
ICV/DHO-A118 propagation paths. 2 of 3 events (E1−3) showed dipping of MASS
in GQD-A118 propagation path (VLF data during E4 is not available), and 2 of
the 4 events in ICV/DHO-A118 propagation path. 3 of 4 events showed dipping of
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Figure 5.11: Daily Dst standard deviation, 4-hour mean signal amplitude before sunrise

(MBSR), mid-day signal peak (MDP), 4-hour mean signal amplitude after sunset (MASS),

sunrise terminator (SRT) and sunset terminator (SST) variations for (a) GQD-A118 and

(b) DHO-A118 propagation path during 23rd-28th October 2011 (from Nwankwo et al.

2016).
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SRT in GQD-A118 propagation path, and 2 of 4 in ICV/DHO-A118 propagation
paths. 2 of 4 events showed dipping of SST in GQD-A118 propagation path, and
3 of 4 in ICV/DHO-A118 propagation paths. We have also observed that within
the local day time interval, the events occurred well before or after 4 of 5 MBSR
and MASS, and five of six SRT and SST that showed no dipping (or, maintained
amplitude) in accordance with the events. Among other possible inferences, this
observed trend suggest that geomagnetic effects are expected on aspects of the signal
(e.g., MBSR, MDP, MASS, SRT, SST) only after the event(s). If the event occurs
well before the component, the induced ionospheric perturbations is expected to have
significantly reduced at the time interval. Among the 3 propagation paths, the signal
of DHO-A118 appears to be more sensitive to geomagnetic induced magnetosphere-
ionospheric dynamics. Since the number of the cases analysed so far are few, drawing
a firm conclusion would be difficult at this stage. We, therefore, include more cases
in the next analysis (see Table 5.5), and combine different signal aspects on a single
graph (Nwankwo et al. 2016).

Table 5.5: Summary of analysed geomagnetic storm conditions (from Nwankwo et

al. 2016).
No. Date Max Dst (nT) σDst Flare count(≥ C)

C M X

1 05022011 -51 ±8.99 0 0 0

2 01032011 -81 ±36.28 7 0 0

3 06042011 -65 ±24.31 3 0 0

4 12042011 -51 ±22.11 3 0 0

5 26092011 -101 ±50.73 9 2 0

6 25102011 -132 ±30.76 1 0 0

7 22012012 -67 ±37.00 4 0 0

8 15022012 -58 ±9.63 0 0 0

9 19022012 -54 ±12.8 1 0 0

10 07032012 -74 ±25.41 1 0 0

11 15032012 -74 ±20.75 1 0 0

12 28032012 -55 ±12.09 1 0 0

13 05042012 -54 ±13.82 3 0 0

14 23042012 -95 ±32.23 3 0 0

15 12062012 -51 ±12.47 13 0 0

16 16062012 95 ±20.24 4 0 0

17* 17062012 80 ±46.75 7 0 0
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Statistical analysis of signal amplitude variations during 16 storm cases

A statistical significance of the observed trend is important. Therefore, we anal-
yse and study the trends in variation of combined signal aspects for 16 storm cases
during February 2011 - June 2012 for GQD-A118 and DHO-A118 propagation paths.
The detail of the storm events are provided in Table 5.5. The analysis we take (a)
signal metrics (MBSR, MDP, MASS, SRT and SST) 1-day before an event (BE),
during an event (DE) and after an event (AE), and (b) a 2-day mean signal metric
BE, DE and AE. We selected an event based on availability and quality of signal
data on the day, and relatively quiet BE and AE, particularly for the 2-day mean
analysis. While the BE and AE data were carefully chosen to be consistent with
relative geomagnetic quiet condition, a few choices on significantly perturbed days
could not be avoided because of the extended intervals geomagnetic active condition
and recurrent storms (in some cases). Such scenario can cause high variability of
VLF radio signal. Other than solar induced fluctuations, the ionosphere and VLF
radio signal also response to effects originating from a number of other sources (see
Chapter two). Some of the effects are interconnected and sometimes interferes, lead-
ing to high variability of signal strength. Therefore, we do not expect a ‘perfect’
consistency in trend across all the cases. In Figure 5.12 shows deviations in Dst

index and trend in variation of MDP, MBSR, MASS, SRT and SST signals one-
day before and after (consecutive) each of the 16 selected storm conditions for (a)
GQD-A118 and (b) DHO-A118 propagation paths. Detail of the data is provided
in Appendix I.

In For GQD-A118 propagation path (left panel), 10 of 14 MDP, 10 of 15 MBSR,
7 of 14 MASS, 9 of 14 SRT and 7 of 14 SST have shown a dipping of the signals,
corresponding to respective 71.4%, 66.7%, 50%, 64.3% and 50.0% of the combined
cases. In DHO-A118 propagation path (right panel) 13 of 16 MDP, 9 of 16 MBSR,
8 of 16 MASS, 5 of 14 SRT and 7 of 16 SST showed dipping of the signals, corre-
sponding to respective 81.3%, 56.3%, 50%, 35.7% and 43.8% of the combined cases.
We note that dipping of any of DE and AE signal metric in cases 15 and 16 is
taken as a response to the event because storm condition or the event commenced
during late DE and peaked in AE. Recurrent storms also occurred on the day after
case 16. In this analysis, we found that most of MDP signal in both propagation
paths showed a notable evidence of dipping. However, a few number of propagation
path-mismatched incidences of MDP signal rise (or, increase) on some events day
have been also observed (e.g., events 8, 11 and 16 in GQD and 4 and 13 in DHO).
This increase may be related to flare induced signal amplitude spike on the signal
or phenomena arising from sources other than storm events. We also observed a
matched-increase of the diurnal signal level (including MDP, MBSR and MASS) on
DE 7 (22 Jan 2012) in both propagation paths. Further study of the available data
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Figure 5.12: Deviation of Daily Dst Index and trend in variation of MDP, MBSR, MASS,

SRT and SST signals one day before and after each of the 16 selected storm conditions

for (a) GQD-A118 and (b) DHO-A118 propagation paths. A ‘0’ indicate absence of data

(from Nwankwo et al. 2016).
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showed occurrence of storm associated M-class flare with corresponding peaks, sug-
gesting an enhancement of not only the instantaneous but also background X-ray
flux output. In Figure 5.13 shows Dst deviation and trend in variation of 2-day
mean MDP, MBSR, MASS, SRT and SST signals before, during and after each
event for (a) GQD-A118 and (b) DHO-A118 propagation paths. The detail of the
data is provided in Appendix II. We used a different criterion for data selection; the
analysis presented in Fig. 5.13 is a follow-up on the one presented in Fig. 5.12, and
expected to complement and provide useful clue for the conclusion of the results.
While BE, DE and AE represent data of three consecutive days with reference to the
event’s day (DE) in the former analysis (Fig 5.12), each acronym (BE, DE or AE)
represent a 2-day mean (VLF) with respect to DE (but not necessarily in succession
to DE). Apart from the quality and availability of data, another important criterion
for data selection is a relatively quiet geomagnetic condition on BE and AE day
with respect to DE (Nwankwo et al. 2016).

In GQD-A118 propagation path (left panel), 10 of 14 MDP, 9 of 15 MBSR, 7
of 14 MASS, 11 of 16 SRT and 5 of 14 SST showed dipping of the signals, cor-
responding to respective 71.4%, 60.0%, 50.0%, 68.8% and 35.7% of the combined
cases. In DHO-A118 propagation path (right panel), 11 of 16 MDP, 11 of 16 MBSR,
10 of 16 MASS, 6 of 14 SRT and 7 of 16 SST showed dipping of the signals, corre-
sponding to respective 68.8%, 68.8%, 62%, 42.9% and 43.8% of the combined cases.
The MDP signal showed a high probability of a dipping scenario following signifi-
cant geomagnetic disturbance or storm condition, as well as the MBSR and MASS
signals. However, the MBSR and MASS appear to be significantly influenced by
event’s occurrence time and the highly variable conditions of dusk-to-dawn iono-
sphere. Fewer cases have shown a rise or increase of the components instead (e.g.,
MDP, MBSR, MASS) following a significant geomagnetic event. In contrast to the
trend in other signal metrics, the SRT and SST signals have shown significant post-
storm dipping in GQD-A118 propagation path but mostly increase in DHO-A118
propagation path. Therefore, a clear trend in variation of SRT and SST during
geomagnetic disturbance or storm conditions seems inconclusive in the this work.
One requires to carry out detailed simulations to pinpoint effects solely due to this
type of disturbances (Nwankwo et al. 2016).

We now highlight the constraints associated with this analysis that may have
also influenced the trends in the signals variation (with respect to storms). In
addition to flare and X-ray flux induced amplitude variation, the daytime signal
of VLF radio waves are usually quite stable. This factor may have contributed to
the consistency in the trends related to variations of the MDP (about 73% cases of
dipping). For the MBSR and MASS, the high fluctuation of dusk-to-dawn signal
(see, Fig. 5.2(a-f)) remain a major setback to analysis relating to the signals (the
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Figure 5.13: Daily Dst deviation (fluctuation) and trend in variation of 2-day mean MDP,

MBSR, MASS, SRT and SST before, during and after an event for (a) GQD-A118 and

(b) DHO-A118 propagation paths. A ‘0’ indicate absence of data (from Nwankwo et al.

2016)
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combined analysis showed 63% and 53% cases of dipping, respectively). Also, the
occurrence of double or multiple-mode sunrise and/or sunset terminators (pseudo-
SRT and SST) exhibited by the diurnal VLF signal (see, Fig. 5.2e-f) also affect the
analysis of the signals (the combined analysis showed 52% and 43% dipping of the
SRT and SST, respectively). It is important to decide the particular terminator tips
to measure (in case of a pseudo-terminator) - this is challenging too!

5.4.2 Further investigation of storm-induced changes of the iono-

sphere and VLF signal amplitude

In section 5.4.1 we reported significant cases of dipping of VLF mid-day signal
amplitude (MDP), mean signal amplitude before sunrise (MBSR) and mean signal
amplitude before sunset (MASS) in mid-latitude D-region ionosphere, associated
with geomagnetic storms during February 2011 to June 2012. While majority of
the MDP signals (considering all the propagation paths (PP) used) showed a note-
worthy evidence of dipping (following a storm condition), a few PP-mismatched
incidences of MDP signal rise on some events day were also observed. A notable
propagation path-matched increase of the diurnal signal level was also observed.
These scenarios are illustrated in Fig. 5.14. In principle, the signal level or strength
of VLF radio wave can also increase following a geomagnetic storm, but depending
on the storm characteristics, associated phenomena or signal’s propagation path. In
the present study we perform a more detailed analysis to substantiate the initial
findings, and further investigate the observed cases of increase of VLF amplitude
(against dipping scenario) following geomagnetic storm conditions. The data and
method of analysis are the same as in Section 5.3). However, in the present analysis
we increase the data points of the MBSR and MASS by 30 minutes, and restrict the
MDP interval to period of around 12.00 noon to 12.30 pm. We analyse the VLF
signal amplitude data of DHO-A118 and GQD-A118 propagation paths (see Figure
5.3), in conjunction with solar and geomagnetic data (mentioned and described in
section 5.4 of Chapter 5). To start with, we perform analysis for two 15-day peri-
ods that include geomagnetic storms of varying disturbance index. These periods
are: 16th-31st September and 22 October-5 November 2011. This is followed by a
statistical analysis of up to 15 more storm cases during September 2011 to October
2012. The 15 storm cases are presented in Table 5.6. In all, about 20 storm cases
were analysed, which excluded some cases that were previously analysed in Chapter
5 (also see Nwankwo et al., 2016), but also included new cases.

Figure 5.15 shows diurnal VLF amplitude for (a) DHO-A118 and (b) GQD-
A118 propagation paths, daily variation in (c) X-ray flux output (d) solar wind speed
(Vsw) (e) solar particle density (PD) (f) Disturbance storm time (Dst) (g) planetary
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Figure 5.14: Illustration of propagation path-matched and mismatched increase of the

midday day peak signal (MDP) for GQD-A118 and DHO-A118 propagation paths (from

Nwankwo & Chakrabarti. 2016).
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Table 5.6: Summary of analysed 15 geomagnetic storm events (from Nwankwo &

Chakrabarti. 2016).

No. Date Max Dst (nT) σDst
Flare count(C M

X)

1 26092011 -101 ±50.73 9 2 0

2 25102011 -132 ±30.76 1 0 0

3 22012012 -67 ±37.00 4 0 0

4 15022012 -58 ±9.63 0 0 0

5 19022012 -54 ±12.8 1 0 0

6 07032012 -74 ±25.41 1 0 0

7 15032012 -74 ±20.75 1 0 0

8 28032012 -55 ±12.09 1 0 0

9 05042012 -54 ±13.82 3 0 0

10 23042012 -95 ±32.23 3 0 0

11 12062012 -51 ±12.47 13 0 0

12 16062012 95 ±20.24 4 0 0

13 15072012 -126 ±47.88 8 0 0

14 02092012 -54 ±13.86 5 0 0

15 09102012 -105 ±25.64 10 1 0

geomagnetic Ap and (h) Auroral Electrojet (AE) indices during 16-30 September
2011. Four storm conditions were recorded during the period; moderate storm on
17th (Dst=-60) and consecutive storms on 26th (Dst=-101), 27th (Dst=-88) and
28th (Dst=-62), presumably driven by the significant increase in Vsw and PD on
17th and 26th (Fig. 5.15(a-f)). However, the main reference storms are those of
17th and 26th. The variation of the AE (especially between 26th and 29th) appear
to be consistent with high-intensity, long-duration continuous AE activity events
(HILDCAAs). Hence, ‘fresh energy was being injected’ in the magnetosphere in the
process (Tsurutani et al., 2011). We observed a notable drop in DHO-A118 VLF
signal level on 26th around midday following the relatively intense storm condition
with Dst up to -101 (Fig. 5.15a). This scenario (signal strength decrease) have
been associated with storm-induced variations in energetic electron precipitation
flux (Kikuchi and Evans, 1983; Peter et al., 2006). During a geomagnetic storm,
the current system in the ionosphere, and the energetic particles that precipitate
into the ionosphere deposit energy in the form of heat that can influence the density
and distribution of density in the atmosphere (NOAA7). Monitoring the trends in
variations of the signal metrics (e.g., MBSR, MDP, MASS, SST and SRT) makes it
easier to identify the influence of the storms on the D-region. Therefore, we further
investigate variations in the signals metrics for possible distinction of storm induced
signatures in the ionosphere.
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Figure 5.16 shows daily fluctuation of Dst and AE, and variations in the VLF
midday signal amplitude peak (MDP), 4-hour mean signal amplitude before local
sunrise (MBSR), 4-hour mean signal amplitude after sunset (MASS), sunrise termi-
nator (SRT) and sunset terminator (SST) for (a) DHO-A118 and (b) GQD-A118
propagation paths during 16-30 September 2011. Values of the parameters over the
period is presented in Appendix 1. In GQD-A118 propagation path (Fig. 5.16a), we
observed a dipping of the MDP on 17th (extending to 20th), as well as dipping of the
MASS on 17th, but an increase of the MBSR, SRT and SST. Following the recurrent
storms of 26th-28th, we observed dipping of the MDP on 26th (extending to 29th).
The slight increase of the signal (MDP) on 28th appear to be due to the significant
flare activity (3 C-class and 1 M-class), suggesting the increase of both instantaneous
and background X-ray flux output that usually results in prompt rise in signal ampli-
tude. High flare activity often overshadow signal’s response to geomagnetic storms
when significant flare and storm events are concurrent. There is also a significant
dipping of all signal metrics on 27th. We note dipping of the MBSR on the days
following the main (reference) storms on 18th and 27th. Since the events occurred
after dawn (around midday), the post-storm ionospheric effects are expected well
into the day following the storm. The trend (post-storm day signal dip), therefore,
suggest that the signals dipped in response to post-storm ionospheric effects on the
days following the events. However, such response also depend on the characteris-
tics of the signals propagation path. In DHO-A118 propagation path, dipping of the
MDP, MBSR, SRT and SST have been observed on the 17th, and those of MDP,
MASS and SST on 26th. The MASS and SRT maintained the pre-storm day values
of 16th and 25th, respectively. While the MBSR increased slightly on 26th (main
storm day), there is a significant dipping of the signal following recurrent storm of
27th.

Figure 5.17 shows diurnal VLF amplitude for (a) DHO-A118 and (b) GQD-A118
propagation paths, daily variation in (c) X-ray flux output (d) Vsw (e) PD (f) Dst
(g) Ap and (h) AE indices during 22 October - 5 November 2011. This period
is associated with three storms; a severe storm with main phase on 25th October
(Dst=-132) and consecutive storms on 1st (Dst=-71) and 2nd November (Dst=-
57), presumably induced by the highly variable Vsw and PD (Fig. 5.17(d-e)). It
has been shown that the capability of a given value of the solar wind electric field
(SWEF) to create a Dst disturbance or geo-efficiency is enhanced by high solar wind
density (Weigel, 2010). Variation of the AE between 30th Oct. and 3rd Nov. also
appear to be consistent with HILDCAAs (Fig. 5.17h). The DHO-A118 VLF signal
level on 25th around midday also showed a visible reduction following the intense
storm condition with Dst up to -132 (Fig. 5.17a). VLF signal data for GQD-A118
propagation path are not available during 12:00 noon, 25th - 06:00 pm, 26th October
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Figure 5.16: Daily Dst standard deviation, 4-hour mean signal amplitude before sun-

rise (MBSR), mid-day signal peak (MDP), 4-hour mean signal amplitude after sunset

(MASS), sunrise terminator (SRT) and sunset terminator (SST) variations for (a) GQD-

A118 and (b) DHO-A118 propagation path during 23rd-28th October 2011 (from Nwankwo

& Chakrabarti. 2016).



Chapter 5. Geomagnetic storm induced ionosphere changes in D-region 110

-40
0

40

V
L

F
 A

(d
B

)

-40
0

40

1.0e-05
2.0e-05

X
-r

ay
(W

/s
qm

)

200
400
600

V
sw

(k
m

/s
)

0
5

10
15

P
D

(p
/c

c)

-150
-100

-50
0

50

D
st

(n
T

)

0
10
20
30

A
p

0 50 100 150 200 250 300 350
Time (day)

0
500

1000

A
E

(n
T

)

DHO-A118

GQD-A118

(a)

(b)

(c)

(d)

(e)

(f)

(g)

(h)

22 23 24 25 26 27 28 29 30 31 1 2 3 4 5
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(Fig. 5.17b).

Figure 5.18 shows daily deviations of Dst and AE, and variations in the MDP,
MBSR, MASS, SRT and SST for (a) DHO-A118 and (b) GQD-A118 propagation
paths during 22 October - 5 November 2011. Values of the parameters over the
period are presented in Appendix 4. Although data for GQD-A118 propagation
path during 25th and 26th is inadequate for the present analysis, we did observe a
dipping of the MBSR on the main storm day, 25th Oct. Dipping of the MDP, MASS
and SST have been observed on 1st Nov., and those of MBSR, MASS, and SRT on
2nd Nov., following the consecutive storms. In DHO-A118 propagation path, we
observed dipping of the MDP, MBSR, MASS, and SRT on 25th Oct., dipping of
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the MDP, MBSR, MASS, and SST on 1st Nov., and dipping of the MBSR and
SRT on 2nd Nov. Similar to the first case (Figs. 5.17 and 5.18), we note the high
flare events on 2nd Nov (up to 7 C-class and 1 M-class), that may have caused
a spike in the MDP on the day in both GQD-A118 and DHO-A118 propagation
paths. Although dipping of the MDP signal (following storm events) has shown a
considerable consistency across the cases presented so far, the MBSR and MASS
(in particular) appear to be influenced by storms occurrence time; pre-sunrise event
appears to have more influence on the MBSR (dawn signal), while pre-sunset event
appears to have more influence on the MASS (dusk signal). Also, the high variability
or fluctuation of dusk-to-dawn ionosphere (and signal) does influence variations
in MBSR and MASS, and hence their analysis (also see Nwankwo et al., 2016).
However, presenting a consistency across a substantial number of cases is vital to
better conclusion of this work. Against this backdrop, we statistically analyse up to
15 more storm cases between September 2011 and October 2012 in order to check
the statistical significance of the observations. The 15 storm cases are presented in
Table 5.7.

5.4.3 Statistical analysis of signal variations during 15 storm cases

In Figure 5.19, we show the deviation or fluctuation of the Dst and trend in
variation of the MDP, MBSR, MASS, SRT and SST signals during successive one-
day before and after each of the 15 selected storm cases for (a) GQD-A118 and
(b) DHO-A118 propagation paths. Values of the signal metrics are provided in
Appendix 3. We recognised 3 consecutive days as day before an even (BE), during
event (DE) and after event (AE). A ‘0’ indicate absence of data. In GQD-A118
propagation path (left panel), about 8 of 12 MDP, 10 of 13 MBSR, 7 of 12 MASS,
3 of 12 SRT and 5 of 12 SST showed dipping of the signals, and 12 of 15 MDP,
9 of 15 MBSR, 10 of 15 MASS, 5 of 15 SRT and 7 of 15 SST showed dipping of
the signals in DHO-A118 propagation path (right panel). These values respectively
corresponds to 73.5%, 68.5%, 62.5%, 29.0% and 44.5% of the combined cases. The
signal levels, along with the percentage dip of the signals are presented in Table 5.8.
The MDP signals (in both the propagation paths) have generally shown remarkable
evidence of dipping following geomagnetic storm conditions. However, we did also
observe few scenarios of propagation path-mismatched increase (of MDP) on some
events day (e.g., events 4 and 7 in GQD-A118 and 9 in DHO-A118), as well as
propagation path-matched increase of the signal in both propagation paths (e.g.,
events 3 and 12). This have been illustrated in figure 5.14. The probable reason for
the former scenario is suggestive of the distinct propagation characteristics of each
propagation path and X-ray flux induced spike in amplitude. Further investigation
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Figure 5.18: Daily deviations of Dst and AE, variations in the peak value of midday

signal amplitude (MDP), 4-hour mean signal amplitude before local sunrise (MBSR), 4-

hour mean signal amplitude after sunset (MASS), variation in sunrise terminator (SRT)

and sunset terminator (SST) for (a) DHO-A118 and (b) GQD-A118 propagation paths

during 22 October - 5 November 2011 (from Nwankwo & Chakrabarti. 2016).
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of the latter scenario may be elucidating. To further check this scenario, we study
and show variations in X-ray flux output and geomagnetic indices on the particular
day of the events (3 and 12) to better interpret the prevailing ionospheric conditions
at the time.

Table 5.7: Summary of trend in dipping of the signals’ metrics during 15 geomagnetic

storm case in (a) DHO-A118 and GQD-A118 propagation path (from Nwankwo &

Chakrabarti. 2016).
GQD-A118 propagation path DHO-A118 propagation path

Signal (dB)
Available

data
No. of dips % dip

Available

data
No. of dips % dip

MDP 12 8 67 15 12 80

MBSR 13 10 77 15 9 60

MASS 12 7 58 15 10 67

SRT 12 3 25 15 5 33

SST 12 5 42 15 7 47

In Figure 5.20, we show the diurnal VLF amplitude for (a) DHO-A118 and (b)
GQD-A118 propagation paths, daily variation in (c) X-ray flux output (d) Vsw (e)
PD and (f) Dst indices for a day before and after each of the 15 storms condition.
A propagation path-matched increase of the MDP signal in both propagation paths
for events 3 and 12 have been observed (see, Fig. 5.15a-b). Data showed the
occurrence of M-class flare in association with the storm on 22-23 January 2012
(event 3 on 21 January), both events almost having corresponding peaks (see Fig.
5.20 (c and f)). This scenario suggest an enhancement of the instantaneous and
background X-ray flux output (as stated earlier), that can cause increase (or, spike)
in the signal level, and thus overshadow geomagnetic effects on the signal. This
explanation may be argued for events 1 (25-27 Sept. 2011) and 6 (6-8 Mar. 2012).
It should, however, be noted that such flare events in the later events started well
before the storms, and continued until the storms time (in each case), suggesting
an established increase in the overall background X-ray before the storms. Hence,
a storm induced dipping of the signal from the already established ‘increase’ in flux
background index is speculated on the storm days. However, further investigation
is encouraged, which is beyond the scope of this work. For event 12 (during 15-17
July 2012), we observed that the peak of the storm (that commenced by midnight
on 16th) was on 17th (recognised as AE). Therefore, any geomagnetic influence
on the signal (e.g., dipping) is expected on 17th (or, after) and not 16th. This is
probably why we observed a dipping of the AE signal (on 17th) instead in DHO-A118
propagation path.
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Figure 5.21 shows deviations (fluctuation) in Dst index and 2-day mean varia-
tions of MDP, MBSR, MASS, SRT and SST signals before, during and after each
event for (a) GQD-A118 and (b) DHO-A118 propagation paths. Values of the signal
metrics are provided in Appendix 4. This analysis is vital to the corroboration of
the result presented in Figure 5.19, because its data selection criterion differ from
those of Figure 5.19. Whereas BE, DE and AE represent data for three consecutive
days with reference to the event’s day (DE) in the former analysis (presented in Fig.
5.19), each acronym (BE, DE or AE) represent a 2-day mean (VLF) with respect
to DE (but not necessarily in succession to DE). However, it should be noted that
due to the data averaging (2-day), a ‘pronounced’ increase or dipping in the signals
(comparable to those in the former analysis (fig 5.19)) are not expected. Another
important data selection criterion for this analysis is a relative geomagnetic quiet
day BE and AE with respect to DE.

In GQD-A118 propagation path (left panel), 7 of 12 MDP, 7 of 13 MBSR, 7
of 12 MASS, 6 of 12 SRT and 3 of 12 SST showed dipping of the signals. In the
DHO-A118 propagation path (right panel), 10 of 15 MDP, 11 of 15 MBSR, 11 of 15
MASS, 6 of 14 SRT and 6 of 15 SST showed dipping of the signals. These values
correspond respectively to 62.5%, 63.5%, 65.5%, 46.5% and 32.5% of the combined
cases. The signal levels, along with the percentage dip of the signals are presented
in Table 6.3. In general, the trends in variation of the signal metrics considerably
reflected the prevailing space weather coupled effects in the lower ionosphere. The
MDP signal appears to be more responsive (about 68% for combined analysis shown
in figs 6.6 and 6.8) to geomagnetic perturbations than other signal metrics, as was
the case in analysis in Chapter 5 (see fig 5.11 and 5.12). However, we anticipate
an improvement in analysis with smaller data range for MBSR and MASS because
of the high fluctuation of dusk-to-dawn D region ionosphere. This approach will
be considered in future analysis. In the last Chapter (also see Nwankwo et al.,
2016) we noted a drawback to SRT and SST analysis due to the existence of mode
shifts during sunrise and sunsets (which produced the so-called pseudo-SRT and
SST) exhibited by diurnal VLF signal (see, Fig. 5.1(e and f)). These are due
to higher order destructive interference pattern in signals. It was concluded in
the study that the post-storm SRT and SST variations do not appear to have a
well-defined trend. Also, the occurrence of solar flares during sunrise/sunset can
influence SRT/SST (Chakrabarti et al., 2010). To circumvent this problem, we
paid attention to the ‘first’ SRT and SST values (in case of a pseudo-terminator)
during analysis of the signal metrics. In the present analysis, a rise (vertical shift)
in SRT and SST amplitude under geomagnetic storm conditions have been favoured
in both propagation paths. We found a respective dipping of 46.5% and 32.5% in
the combined cases, suggesting a rise in majority of the cases. However, this needs
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to be investigated further. It is important to note that out of the two propagation
paths used in this study, the DHO-A118 signal appears to be more sensitive to
geomagnetic storm-induced magnetosphere-ionospheric dynamics, as was the case
in the analysis in the last section.

Table 5.8: Summary of trend in 2-day mean signals dipping following 15 geomagnetic

storm case in (a) DHO-A118 and GQD-A118 propagation path (from Nwankwo &

Chakrabarti 2016).
GQD-A118 propagation path DHO-A118 propagation path

Signal (dB)
Available

data
No. of dips % dip

Available

data
No. of dips % dip

MDP 12 7 58 15 10 67

MBSR 13 7 54 15 11 73

MASS 12 7 58 15 11 73

SRT 12 6 50 14 6 43

SST 12 3 25 15 6 40

In this analysis the MDP exhibited characteristic dipping scenario in about 68%
of the combined cases in response to the storms. The MDP signals that showed no
dipping scenario include some cases of propagation paths-mismatched increase in
3 events, as well as propagation paths-matched increase of the signal in 2 events.
While, the mismatched increase of the signal may be related to the distinct char-
acteristics of each propagation path and X-ray flux-induced spike in amplitude, the
matched-increase appeared to be influenced by M-class flare concurrent with storm
event, and delayed responses of the local ionosphere to storm effects. The MBSR
and MASS also showed significant dipping (about 66% and 64%, respectively) fol-
lowing the storms, but appear to be influenced by the event(s) occurrence time and
intensity, and the highly variable conditions of dusk-to-dawn D-region ionosphere
(as noted in previous analysis). Conversely, the SRT and SST amplitude showed re-
spective dipping of 46.5% and 32.5% of the combined cases, favouring storm-induced
rise of the signal instead.



Chapter 6

Summary and Conclusion

6.1 Summary and conclusion

The work presented in this Thesis consists of two main studies. In the first
part, we studied space weather-induced variations of thermospheric temperature
and density at 400-450 km and the consequential atmospheric drag on LEO satel-
lites leading to accelerated orbit decay. The main goal of the study is to understand
both long- and short-term solar forcing-induced variability of the atmosphere and
their implications on satellites’ normal aerodynamic drag, for the purpose of quanti-
tative estimation of drag-induced orbital decay on LEO satellites. The atmosphere
is known to change significantly with respect to temperature, density and composi-
tion as a result of variation of solar activity during the entire cycle. Solar energetic
particles and electromagnetic radiation from solar energetic events are the main
driver of atmospheric variations and consequent drag-induced accelerated orbital
decay of LEO satellites. We modeled (or, simulated) atmospheric drag effect on
the orbit of two hypothetical LEO satellites (SAT-BCI and SAT-BCII) of different
ballistic coefficients initially at 450 km, at different phases of the solar cycle and
during intervals of strong geomagnetic perturbations or storm condition. We found
strong dependence of the satellites orbital decay rate on the intensity of solar activ-
ity and phase, and satellite’s ballistic coefficient. We showed that the mean annual
decay rate during the peak of 23rd solar maximum was almost twice that 24th max-
imum phase. SAT-BCI decayed by 48±2 km/year and 25±7 km/year during solar
2000-2002 and 2012-2014 maxima respectively, while SAT-BCII decayed by 62±1
km/year and 31±10 km/year respectively during the maxima. However, a LEO
satellite initially at h=450 km could experience a decay rate of up to 41±19 km
per year (corresponding to ∼3 km/month) during solar maximum and 11±6 km per
year (corresponding to ∼1 km/month) during the solar minimum. These rates also
depend on ballistic coefficient and solar activity. The thermospheric T and ρ range
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is about 915-1470 K and 1.15×10−12 - 14.70×10−12 kg/m3 during the maxima, and
about 756-1212 K and 0.31×10−12 - 3.59×10−12 kg/m3 during the minimum phase.
These parameters defines the conditions in near-Earth space environment through
which the satellites traversed. The extreme values are mostly associated with inter-
vals of strong geomagnetic disturbances or storms. Also, using a modified density
profile model, we found that dominant CIR-induced effects during the declining
phase of the solar cycle (or solar minimum) could result to additional decay rate of
up to 3 km/year. We also showed that intervals of strong density perturbations due
to geomagnetic storms and the resulting additional atmospheric heating can result
in additional 60% decay in each event. This impact could vary depending on the
severity and duration of the event (also, see Nwankwo et al., 2015).

We then implemented our new drag model on orbits of real satellites, namely,
the Challenging Mini-satellite Payload (CHAMP), the Gravity field and steady state
Ocean Circulation Explorer (GOCE), the International Space Station (ISS), and on
an interplanetary mission spacecraft, the Mangalyaan Mars Orbiter (MMO). The
simulated decay profile of CHAMP spacecraft produced a difference of about ∼1 km
between 2003 and 2005 when compared with the actual decay profile. Our model
produced a decay of 70.98 km, but the satellite’s actual decay profile for the period
was 70 km. The GOCE re-entry profile model between 21st October and 11th
November 2013 produced about 5-hour difference behind the actual re-entry time
(also, see Nwankwo et al., 2015). The simulation of the ISS monthly decay profile
produced mean decay rate of about 2.95 km/month during the solar maximum and
1.0 km/month during the solar minimum, corresponding to about 1.975 km/month
(Nwankwo and Chakrabarti, 2014). The monthly orbital decay of the ISS have been
estimated to be about 2 km. The simulation of drag effect on Mangalyaan Mars
orbiter mission produced a cumulative orbit decay of about 720 m for a total perigee
height boost of about 250 km during geocentric trajectory, mean altitude variation
of about 158 m with respect to the sun during 300-day heliocentric trajectory, and
about 701 m during 100-day trajectory in areocentric orbit, based on the presently
known Mars-Earth atmosphere density ratio (also, see Nwankwo and Chakrabarti,
2015).

In the second part we performed a diagnostic study of geomagnetic storm-induced
ionospheric changes in mid-latitude (40◦-54◦) D-region (60-90 km) using VLF ra-
dio signal. The aim of the study is to understand VLF signal behaviour that are
related to storms driven ionospheric changes, for efficient probing of solar-induced
changes in lower ionosphere. The response of diurnal VLF signal to space weather-
induced ionospheric disturbances vary from one propagation path to another, and
also depend on location of the transmitters and receivers, ionisation and chemistry
of the D region over the propagation path, and the intensity of induced pertur-
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bations. Other influencing factors include signal frequency and nature of Earth’s
surface (also see, Mimno, 1937; Mitra, 1974; Poole, 1999; Melia, 2010). Here, we
analysed the trends in variation of characterised amplitude metrics of the signal
(e.g. MBSR, MDP, MASS, SRT and SST), under varying degrees of 16 geomagnetic
storm conditions between February 2011 and June 2012. We found that the trends
in variation generally reflected the prevailing space weather conditions at various
time scales. In particular, ‘dipping’ of VLF mid-day signal amplitude (MDP) oc-
curs after geomagnetic perturbed or storm conditions in the time scale of 1-2 days.
The mean signal before sunrise (MBSR) and mean signal after sunset (MASS) also
exhibit storm-induced dipping, but they appear to be influenced by event’s exact
occurrence time, and the highly variable conditions of dusk-to-dawn ionosphere. We
also observed some cases of the signals rise (e.g., MDP, MBSR or MASS) following
a significant geomagnetic event. We speculate that this effect may be related to
storms associated phenomena, but also effects arising from sources other than solar
origin. The magnitude of induced dipping (or rise) appear to significantly depend on
the intensity and duration of event(s), as well as the propagation path of the signal.
Also, the post-storm day signal (following a main event, with lesser or significantly
reduced geomagnetic activity), exhibited a tendency of recovery to pre-storm day
level. In this particular analysis, we do not see a well defined trend in variations
of the post-storm sunrise terminator (SRT) and sunset terminator (SST). The SRT
and SST signals show more dipping in GQD-A118 propagation path but generally an
increase along DHO-A118 propagation path. Thus the result could be propagation
path dependent and detailed modeling is required to understand these phenomena
(Nwankwo et al., 2016).

In related study we performed a more detailed analysis to further substantiate
the previous findings while building on the analysis in previous work (also, see
Nwankwo et al., 2016), and also investigated the observed cases of increase of VLF
amplitude (against dipping scenario) following geomagnetic storm conditions. The
trend in variation of the signal metrics were analysed for up to 20 storm conditions
between September 2011 and October 2012. We found to be in agreement with the
previous study (Nwankwo et al. 2016). The MDP exhibited characteristic dipping
scenario in about 68% of the combined cases in response to the storms. The MDP
signals that showed no dipping scenario include some cases of propagation paths-
mismatched increase in 3 events, and propagation paths-matched increase of the
signal in 2 events. We speculate that the mismatched increase of the signal may be
related to distinct characteristics of each propagation path and X-ray flux-induced
spike in amplitude. Further analysis showed that the matched-increase appeared to
be influenced by M-class flare concurrent with storm event, and delayed responses of
the local ionosphere to storm effects. The MBSR and MASS also showed significant
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dipping (about 66% and 64%, respectively) due to storms, but also appear to be
influenced by the the factors highlighted above (also see Nwankwo et al., 2016).
Conversely, the SRT and SST amplitude showed respective dipping of 46.5% and
32.5% of the combined cases, favouring storm-induced rise of the signal instead (also,
see Nwankwo and Chakrabarti, 2016).

These studies and subsequent findings (Nwankwo et al., 2016; Nwankwo and
Chakrabarti, 2016) demonstrate the applicability and efficiency of VLF radio waves
(as a tool) in identification, separation and interpretation of ionospheric dynamics
from various forcing origin (e.g., due to geomagnetic storm). However, it is impor-
tant to note that obtaining a ‘perfect’ consistency in signal trend across all cases in
a given analysis remains a challenge, because solar and other forcing mechanisms
(whose individual effects are difficult to estimate) also cause significant fluctuation
in radio signal, since they are interconnected and possibly non-linearly coupled. It is
therefore, recommended that the study or investigation of ionospheric changes due
to distinct phenomenon include proper identification and separation of other con-
tributing sources around intervening period of analysis before definite conclusion.

6.2 Future work

1. We plan to extend this work to include application on more LEO satellite
under varying space environmental conditions. Also, we anticipate that two
solar events E1 and E2 may produce different impacts if they occurred in a
reversed sequence. Extending this logic to solar cycles, the results of a launch
in a solar minimum would be different from that in a solar maximum even if
both satellites survives for, say a full cycle. This is due to strong non-linearity
in drag effects. This aspect would be included in our future work/model and
reported accordingly.

2. The drag model presented in this work is mainly for trajectory of satellites
in near-circular orbit. In future work, we plan to extent this idea to model
the scenario in other type of orbits (e.g. elliptic), and also implement result-
ing model to real satellites in elliptical orbit such as the recently launched
ASTRONSAT

3. Many researchers have investigated and reported ionospheric and VLF sig-
nal anomalies before seismic events (e.g., Hayakawa et al., 1996; Ray and
Chakrabarti, 2012; Sasmal and Chakrabarti, 2009). Such anomalies were of-
ten attributed to seismicity and therefore viewed as precursors. However, in
order to ensure that such VLF anomalies are indeed due to seismic events, it is
imperative that other possible and potential drivers of ionospheric anomalies
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around intervening period are also investigated, identified and separated. In
future, we will investigate possible solar and geomagnetic-induced perturba-
tions of the ionosphere within the time frame in which ionospheric precursors
(using VLF signal) were reported. This must be taken into consideration
before marking anomalies as precursors. For this two prong approaches are
necessary: (i) to reproduce propagation path dependent effects on VLF signals
due to number of specific types of solar induced perturbations as in Palit et al.
(2013) and (ii) to find statistical correlations among various quantities using
data for longer duration.
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APPENDIX II
                                                                GQD-A118                                                                                             DHO-A118                        
DATE/DAY            SIG           MBSR        MDP        MASS        SRT            SST                         MBSR       MDP         MASS        SRT            SST      

02-03022011 BE 9.87 5.79 8.15 -3.21 -4.09 19.72 4.61 20.04 -31.6 -12.85
05-06022011 DE 12.10 3.45 11.31 -5.28 -2.82 22.81 3.12 22.07 -36.22 -28.13
08-09022011 AE 10.87 5.17 8.74 -3.94 -8.50 21.90 7.30 21.35 -21.46 -37.49
27-28022011 BE 14.44 7.9 14.11 -3.18 -2.26 23.35 4.16 22.29 -25.85 -10.94
01-02032011 DE 13.55 6.73 11.84 -4.34 -1.73 22.99 3.07 19.47 -20.35 -20.68
04-05032011 AE 12.37 8.8 12.20 -3.55 -2.20 23.10 4.49 19.91 -33.52 -25.43
01-02042011 BE 15.73 15.44 14.78 -4.86 2.66 21.59 11.66 20.78 -33.89 -30.81
06-70042011 DE 15.60 13.70 16.01 -6.84 -15.76 21.06 9.93 20.71 -31.67 -12.01
08-09042011 AE 16.61 14.05 15.11 -1.75 -12.13 22.24 9.17 20.00 -36.54 -31.99
10-11042011 BE 17.88 15.37 17.78 -4.05 -13.14 18.63 8.17 20.63 -35.27 -36.30
12-13042011 DE 19.84 14.28 21.38 -4.79 -12.86 22.69 7.81 21.38 -33.26 -32.36
16-17042011 AE 18.10 13.87 15.29 -10.18 -13.57 21.32 7.78 21.88 -30.58 -36.38
24-25092011 BE 25.68 23.20 25.18 0.36 -0.84 23.30 14.56 23.96 -19.91 -30.38
25-27092011 DE 24.22 22.38 25.25 -2.01 -4.68 17.60 7.23 16.79 -28.63 -30.81
28-29092011 AE 26.94 22.10 25.62 -0.29 -5.09 24.20 14.05 23.43 -15.82 -32.44
23-24102011 BE 22.99 15.94 22.25 -4.83 -4.58 25.86 10.34 25.16 -29.73 -33.97
25-26102011 DE 18.42 0.00 0.00 0.00 0.00 24.13 1.56 23.17 -26.75 -18.29
27-28102011 AE 22.08 18.40 20.61 -4.9 -10.84 20.23 9.59 21.48 -27.44 -30.17
20-21012012 BE 14.15 3.25 13.96 -9.68 -15.72 23.45 2.96 23.17 0.00 -38.08
22-23012012 DE 14.99 5.64 15.21 -13.59 -15.54 25.29 4.08 23.12 -26.08 -24.05
30-31012012 AE 9.02 6.97 8.27 -16.95 -19.87 20.76 2.42 23.56 -16.19 -13.58
10-11022012 BE 8.29 5.44 8.46 -13.18 -13.85 24.65 8.72 25.95 -12.98 -28.28
15-16022012 DE 8.65 8.05 8.52 -11.23 -13.33 23.91 10.43 24.54 -16.02 -27.51
17-18022012 AE 10.13 7.98 7.96 -12.71 -12.56 25.13 12.59 20.67 -24.17 -34.82
17-18022012 BE 10.13 7.98 7.96 -12.71 -12.56 25.13 12.59 20.67 -24.17 -34.82
19-20022012 DE 11.39 7.18 10.03 -9.58 -10.18 22.20 9.27 22.07 -14.75 -22.37
21-22022012 AE 11.88 5.75 11.12 -11.11 -9.78 25.58 11.06 23.06 -15.2 -37.88
05-06032012 BE 14.37 12.85 12.28 -9.92 -12.34 24.93 13.13 24.31 -33.13 -32.36
07-08032012 DE 13.31 11.19 9.58 -16.38 -11.18 26.18 12.12 24.42 -32.22 -7.16
13-14032012 AE 11.16 12.83 9.44 -4.92 -12.75 22.21 13.29 20.76 -25.26 -26.34
13-14032012 BE 11.16 12.83 9.44 -4.92 -12.75 22.21 13.29 20.76 -25.26 -26.34
15-16032012 DE 12.04 15.93 15.93 -15.25 -13.32 21.92 12.46 20.33 -17.17 -19.95
21-22032012 AE 10.30 10.29 9.18 -11.21 -13.78 21.58 9.92 23.61 0.00 -31.63
25-26032012 BE 13.17 11.78 11.11 -11.14 -13.35 22.50 10.46 22.83 -34.53 -19.16
28-29032012 DE 10.20 10.59 10.95 -4.87 -10.35 21.53 10.62 18.24 -35.09 -20.66
30-31032012 AE 13.39 11.67 12.25 -6.29 -15.75 21.67 11.69 19.19 -38.21 -12.74
01-02042012 BE 13.37 13.09 12.50 -3.00 -13.27 24.50 14.13 23.51 -26.78 -21.33
05-06042012 DE 13.00 12.16 12.05 -5.64 -12.03 22.53 12.69 21.88 -24.18 -24.90
07-08042012 AE 15.08 12.47 11.33 -6.00 -9.08 24.42 13.52 22.00 -30.33 -25.14
19-20042012 BE 16.35 15.67 14.12 -2.16 -5.79 21.82 13.24 21.94 -17.44 -26.39
23-24042012 DE 0.00 0.00 0.00 0.00 0.00 21.10 12.13 21.32 -27.98 -31.81
27-28042012 AE 17.32 15.70 16.01 2.46 3.44 20.59 12.67 21.72 -19.30 -32.01
06-07062012 BE 27.82 24.42 26.12 5.8 10.28 21.47 11.56 22.69 -12.35 -12.03
11-12062012 DE 26.21 23.44 24.12 -2.83 8.57 24.18 13.74 23.83 -6.83 -12.06
13-14062012 AE 25.98 25.06 25.85 -0.76 5.45 24.98 15.95 24.21 -3.3 -10.84
14-15062012 BE 26.02 23.60 25.06 0.10 8.71 24.89 11.83 25.29 -3.88 -10.02
16-17062012 DE 26.83 25.06 26.32 8.01 8.56 20.19 13.49 21.54 -18.89 -14.16
21-22-62012 AE 23.87 26.00 21.10 2.52 10.28 16.83 12.53 23.06 -21.94 -27.82
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APPENDIX 4

GQD-A118 Signal (in dB) DHO-A118 Signal (in dB)

DATE SIG MBSR  MDP MASS  SRT   SST MBSR MDP MASS  SRT   SST
---------------------------------------------------------------------------------------------------------------------------
24-25092011 BE 25.68 23.20 25.18 0.36 -0.84 23.30 14.56 23.96 -19.91 -30.38
26-27092011 DE 24.22 22.38 25.25 -2.01 -4.68 17.60 7.23 16.79 -28.63 -30.81
28-29092011 AE 26.94 22.10 25.62 -0.29 -5.09 24.20 14.05 23.43 -15.82 -32.44
23-24102011 BE 22.99 15.94 22.25 -4.83 -4.58 25.86 10.34 25.16 -29.73 -33.97
25-26102011 DE 18.42 0.00 0.00 0.00 0.00 24.13 1.56 23.17 -26.75 -18.29
27-28102011 AE 22.08 18.40 20.61 -4.9 -10.84 20.23 9.59 21.48 -27.44 -30.17
20-21012012 BE 14.15 3.25 13.96 -9.68 -15.72 23.45 2.96 23.17 0.00 -38.08
22-23012012 DE 14.99 5.64 15.21 -13.59 -15.54 25.29 4.08 23.12 -26.08 -24.05
30-31012012 AE 9.02 6.97 8.27 -16.95 -19.87 20.76 2.42 23.56 -16.19 -13.58
10-11022012 BE 8.29 5.44 8.46 -13.18 -13.85 24.65 8.72 25.95 -12.98 -28.28
15-16022012 DE 8.65 8.05 8.52 -11.23 -13.33 23.91 10.43 24.54 -16.02 -27.51
17-18022012 AE 10.13 7.98 7.96 -12.71 -12.56 25.13 12.59 20.67 -24.17 -34.82
17-18022012 BE 10.13 7.98 7.96 -12.71 -12.56 25.13 12.59 20.67 -24.17 -34.82
19-20022012 DE 11.39 7.18 10.03 -9.58 -10.18 22.20 9.27 22.07 -14.75 -22.37
21-22022012 AE 11.88 5.75 11.12 -11.11 -9.78 25.58 11.06 23.06 -15.2 -37.88
05-06032012 BE 14.37 12.85 12.28 -9.92 -12.34 24.93 13.13 24.31 -33.13 -32.36
07-08032012 DE 13.31 11.19 9.58 -16.38 -11.18 26.18 12.12 24.42 -32.22 -7.16
13-14032012 AE 11.16 12.83 9.44 -4.92 -12.75 22.21 13.29 20.76 -25.26 -26.34
13-14032012 BE 11.16 12.83 9.44 -4.92 -12.75 22.21 13.29 20.76 -25.26 -26.34
15-16032012 DE 12.04 15.93 15.93 -15.25 -13.32 21.92 12.46 20.33 -17.17 -19.95
21-22032012 AE 10.30 10.29 9.18 -11.21 -13.78 21.58 9.92 23.61 0.00 -31.63
25-26032012 BE 13.17 11.78 11.11 -11.14 -13.35 22.50 10.80 22.83 -34.53 -19.16
28-29032012 DE 10.20 10.59 10.95 -4.87 -10.35 21.53 10.62 18.24 -35.09 -20.66
30-31032012 AE 13.39 11.67 12.25 -6.29 -15.75 21.67 11.69 19.19 -38.21 -12.74
01-02042012 BE 13.37 13.09 12.50 -3.00 -13.27 24.50 14.13 23.51 -26.78 -21.33
05-06042012 DE 13.00 12.16 12.05 -5.64 -12.03 22.53 12.69 21.88 -24.18 -24.90
07-08042012 AE 15.08 12.47 11.33 -6.00 -9.08 24.42 13.52 22.00 -30.33 -25.14
19-20042012 BE 16.35 15.67 14.12 -2.16 -5.79 21.82 13.24 21.94 -17.44 -26.39
23-24042012 DE 0.00 0.00 0.00 0.00 0.00 21.10 12.13 21.32 -27.98 -31.81
27-28042012 AE 17.32 15.70 16.01 2.46 3.44 20.59 12.67 21.72 -19.30 -32.01
06-07062012 BE 27.82 24.42 26.12 5.8 10.28 21.47 11.56 22.69 -12.35 -12.03
11-12062012 DE 26.21 23.44 24.12 -2.83 8.57 24.18 13.74 23.83 -6.83 -12.06
13-14062012 AE 25.98 25.06 25.85 -0.76 5.45 24.98 15.95 24.21 -3.3 -10.84
14-15062012 BE 26.02 23.60 25.06 0.10 8.71 24.89 11.83 25.29 -3.88 -10.02
16-17062012 DE 26.83 25.06 26.32 8.01 8.56 20.19 13.49 21.54 -18.89 -14.16
21-22062012 AE 23.87 26.00 21.10 2.52 10.28 16.83 12.53 23.06 -21.94 -27.82
13-14072012 BE 0.00 0.00 0.00 0.00 0.00 20.29 12.38 20.51 -16.97 -18.32
15-16072012 DE 0.00 0.00 0.00 0.00 0.00 20.95 11.28 20.09 -13.00 -20.78
20-21072012 AE 0.00 0.00 0.00 0.00 0.00 21.33 10.77 20.48 -9.015 -18.10
3108-01092012BE 27.81 28.17 27.46 4.47 3.17 23.14 15.30 19.83 -6.00 -16.47
02-03092012 DE 28.18 26.94 26.40 3.83 4.79 23.04 13.66 20.71 -4.25 -11.79
10-11092012 AE 28.20 26.93 28.20 5.99 3.27 18.06 8.65 19.95 -11.20 -20.29
05-06102012 BE 26.58 22.96 26.55 5.88 10.69 20.27 11.44 21.03 -27.74 -28.30
08-09102012 DE 27.44 24.13 27.23 6.30 11.56 16.12 10.38 17.99 -31.97 -16.92
11-12102012 AE 26.64 21.89 26.64 9.54 10.57 20.57 6.59 23.47 -31.68 -15.39
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The amplitude and phase of VLF/LF radio signals are sensitive to changes in electrical conductivity of the
lower ionosphere which imprints its signature on the Earth–ionosphere waveguide. This characteristic
makes it useful in studying sudden ionospheric disturbances, especially those related to prompt X-ray
flux output from solar flares and gamma ray bursts (GRBs). However, strong geomagnetic disturbance
and storm conditions are known to produce large and global ionospheric disturbances, which can sig-
nificantly affect VLF radio propagation in the D region of the ionosphere. In this paper, using the data of
three propagation paths at mid-latitudes (40–54°), we analyse the trend in variation of aspects of VLF
diurnal signal under varying solar and geomagnetic space environmental conditions in order to identify
possible geomagnetic footprints on the D region characteristics. We found that the trend of variations
generally reflected the prevailing space weather conditions in various time scales. In particular, the
‘dipping’ of mid-day signal amplitude peak (MDP) occurs after significant geomagnetic perturbed or
storm conditions in the time scale of 1–2 days. The mean signal amplitude before sunrise (MBSR) and
mean signal amplitude after sunset (MASS) also exhibit storm-induced dipping, but they appear to be
influenced by event's exact occurrence time and the highly variable conditions of dusk-to-dawn iono-
sphere. We also observed few cases of the signals rise (e.g., MDP, MBSR or MASS) following a significant
geomagnetic event. This effect may be related to storms associated phenomena or effects arising from
sources other than solar origin. The magnitude of induced dipping (or rise) significantly depends on the
intensity and duration of event(s), as well as the propagation path of the signal. The post-storm day
signal (following a main event, with lesser or significantly reduced geomagnetic activity) exhibited a
tendency of recovery to pre-storm day level. In the present analysis, we do not see a well-defined trend
in the variation of the post-storm sunrise amplitude terminator (SRT) and sunset terminator (SST). The
SRT and SST signals show more dipping in GQD-A118 propagation path but generally an increase along
DHO-A118 propagation path. Thus the result could be propagation path dependent and detailed mod-
elling is required to understand these phenomena.

& 2016 Elsevier Ltd. All rights reserved.
1. Introduction

Although separated by thousands of kilometers, the magneto-
sphere and ionosphere are known to be physically connected
(through the Earth's magnetic field) into one global system. The
ionosphere responds to (a) prompt changes in solar energetic
events, mainly the solar flare associated bursts in EUV, X-ray and
relativistic particles (Mitra, 1974; Buonsanto, 1999; Alfonsi et al.,
kwo).
2008), (b) delayed changes mainly due to geomagnetic storm
conditions with time scale from several hours to 1–3 days (Las-
tovicka, 1996; Buonsanto, 1999; Kutiev et al., 2013), and
(c) periodic changes with time scales of several days to months,
and those of several solar cycles (Alfonsi et al., 2008; Kutiev et al.,
2013). The ionosphere also exhibits diurnal (day/night) and sea-
sonal (e.g. summer/winter) variations (Miller and Brace, 1969;
Zhang et al., 1999). Solar and geomagnetic induced phenomena
drive changes in magnetosphere conditions, whose coupling ef-
fects modify ionospheric signatures including atmospheric density
distribution, total electron content (TEC), ionospheric current
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system, ionisation rates, and crucial D-region parameters such as
conductivity gradient and reference height (Wait, 1959; Wait and
Spies, 1964; Mitra, 1974; Buonsanto, 1999; Burke, 2000; Simoes
et al., 2012; Nwankwo and Chakrabarti, 2014). The dynamics of
ionospheric response to changes in solar and geomagnetic condi-
tions involve the exchange of particles and electromagnetic energy
(absorbed, reprocessed and deposited in the ionosphere by the
magnetosphere) between magnetically connected regions (Burke,
2000; Streltsov and Lotko, 2004; Goldstein et al., 2005; Russell
et al., 2010; Russell and Wright, 2012; Leonard et al., 2012; Kutiev
et al., 2013).

1.1. The ionosphere at a glance

The ionosphere is composed of three distinct space regions [D
(50–90 km), E (90–120 km), and the F (from 120 km up to 500 km),
which often split into two layers, namely, F1 and F2]. Its existence
is primarily due to ionisation by solar ultraviolet (UV) radiation
and X-ray wavelength (Kelley, 1989; Prolss, 2004; McRae and
Thomson, 2004; Raulin et al., 2006; Heikkila, 2011) and isotropic
cosmic rays. Recombination also occurs when free electrons are
captured by positive ions. Ionisation and recombination efficiency
controls the overall electron density at every time instant. The D
region ionosphere is highly active during the day (roughly be-
tween the local sunrise and sunset) due to high rate of ionisation,
but its density falls significantly at night largely due to rapid re-
combination at the altitude. The E region also maintains the same
dynamics (night/day fluctuations) as the D region but ionisation
state persists longer due to slower rate of recombination at lower
density. Thus, the reflection of signals mainly occurs at the bottom
of the nighttime E region (Han and Cummer, 2010 and references
therein). The F region is present both day and night; air density
and recombination rate is very low in the region. Therefore, ioni-
sation persists in the nighttime (also see Mimno, 1937; Poole,
1999; Prolss, 2004). In general, these layers are severely disturbed
by phenomena of solar and geomagnetic origin, as well as plane-
tary and tidal waves, thermospheric tides and stratospheric
warming (Pancheva et al., 2008; Leonard et al., 2012; Chen et al.,
2013; Goncharenko et al., 2012; Polyakov et al., 2014). However,
effects at different heights, locations or latitudes vary in devel-
opment, depending on time and intensity (of driving force). Io-
nospheric signature variations reflect different mechanisms and
aspects of solar and other induced phenomena.

1.2. VLF propagation in the Earth–ionosphere waveguide

The velocity, direction and amplitude of most electromagnetic
waves are distinctly affected when propagating through the io-
nosphere. This characteristic makes radio waves an ideal tool for
ionospheric study (Prolss, 2004). Very low frequency (VLF) radio
waves in the 3–30 kHz are effective in the investigation of solar
induced variable conditions in the ionosphere (especially the D
region) because their amplitude and phase are sensitive to chan-
ges in electrical conductivity of the lower ionosphere (Wait and
Spies, 1964; Mitra, 1974; Alfonsi et al., 2008). VLF radio signals are
reflected alternately by the D region and the Earth's surface due to
high conductivity (Mimno, 1937; Poole, 1999). The transmitted
wave is thus guided between the Earth and the ionosphere en-
abling the signal to propagate globally through the Earth–iono-
sphere waveguide. The signal is then received at various receivers
across the world. Variations in daytime VLF signal amplitude and
phase appear to be well correlated with solar X-ray output, with
almost prompt responses. Hence, it has been used by many re-
searchers to study sudden ionospheric disturbances and changes
in the atmosphere (e.g., Araki, 1974; Hayakawa et al., 1996; Mol-
chanov and Hayakawa, 1998; Kleimenova et al., 2004; McRae and
Thomson, 2004; Thomson et al., 2004; Chakrabarti et al., 2005;
Grubor et al., 2005; Peter et al., 2006; Sasmal and Chakrabarti,
2009; Chakrabarti et al., 2010; Clilverd et al., 2010; Raulin et al.,
2006, 2010; Basak et al., 2011; Pal et al., 2012; Palit et al., 2013; Ray
and Chakrabarti, 2012; Raulin et al., 2013; Nwankwo and Chak-
rabarti, 2014). Other methods used for ionospheric studies include
observational and experimental techniques and tools such as
Global Navigation Satellite system (GNSS) receivers, vertical and
oblique sounding, Riometers, incoherent scatter radars (e.g., EIS-
CAT), coherent scatter radars (e.g., Goose Bay radar, SuperDARN),
magnetometers, etc. (Greenwald et al., 1995, 1996; Honary et al.,
1995; Lastovicka, 1996; Wild et al., 2003; Burke, 2000; Danilov and
Lastovicka, 2001; Goldstein et al., 2005; Ruohoniemi and Green-
wald, 2005; Alfonsi et al., 2008).

1.3. VLF signal detection mechanism of sudden ionospheric
disturbances

The D region ionosphere is maintained by Lyman-α radiation at
a wavelength of about 121.5 nm, which ionises neutral nitric oxide
(NO). With high solar activity, hard X-ray λ( < )1 nm may ionise N2

and O2. Galactic cosmic rays are also responsible for the ionisation
of the lowest part of the lower ionosphere and the low-lying at-
mosphere down to the troposphere (also, see Mitra, 1974; Lasto-
vicka, 1996). A huge amount of energy is released during solar flare
in the form of highly energetic ultraviolet radiation, mainly X-ray
flux enhancement. The radiation penetrates the D region where it
increases ionisation rate (of dominant neutral NO molecules), and
enhances electron density. These processes enhance the ‘thickness’
of the D region, thereby decreasing the reflection height (h) in the
waveguide. This is normally detected as a sudden change (usually
an increase) in the amplitude and phase enhancement of a VLF
signal. VLF dusk-to-dawn signal exhibits high variability (or fluc-
tuation) due to a significant fall in density of the D region. The
signal is also sensitive to phenomena other than those originating
from the Sun. Day time VLF signal is primarily controlled by the
Sun.

1.4. Geomagnetic induced variations of the ionosphere and effects

Geomagnetic disturbances and storms are also known to pro-
duce significant global disturbances in the ionosphere, including
the middle atmosphere and troposphere (Lastovicka, 1996; Dani-
lov and Lastovicka, 2001). Geomagnetic storms are the products of
highly variable solar wind speeds and density and associated
shock waves (Lastovicka, 1989; Baker, 1996, 2000; Borovsky and
Denton, 2006; Tsurutani et al., 2006; Kozyra et al., 2006). The ef-
fects of geomagnetic storms on the ionosphere manifest mainly
through energetic particles precipitation, which lose their energy
by impact and X-ray bremsstrahlung production (Lastovicka,
1996). There is also a consequent and significant enhancement of
electron density (Chenette et al., 1993; Stoker, 1993; Lastovicka,
1996), causing significant increase in radio wave absorption and
subsequent disappearance of radio signals in MF/HF values (Las-
tovicka, 1996). Galactic cosmic ray flux (which are modulated by
geomagnetic storms) and global electric circuit and atmosphere
electricity (affected by local changes of conductivity and iono-
sphere/magnetosphere electric fields and currents) are assumed to
be the processes for ionospheric effects of geomagnetic storms
(Danilov and Lastovicka, 2001). VLF signals can be significantly
affected by geomagnetic disturbances and storms induced iono-
sphere perturbations (Kikuchi and Evans, 1983). Nevertheless, a
few researchers have used it to study these perturbations with
insightful findings (e.g., Araki, 1974; Kleimenova et al., 2004; Peter
et al., 2006; Clilverd et al., 2010; Kumar and Kumar, 2014; Tatsuta
et al., 2015).
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Apart from X-ray flux induced enhancement of amplitude
and phase, anomalies in diurnal VLF signature may convey other
important information, especially those related to geomagnetic
disturbance or storm-induced ionospheric variations. If sub-
stantiated, such information could be instructive and resourceful
to the study and understanding of the complex dynamics of
Earth's ionosphere. Thus, in addition to well-correlated VLF signal
amplitude variation and phase enhancement with X-ray flux in-
duced sudden ionospheric disturbances (SID), this work seeks to
understand possible geomagnetic activity footprints in the D re-
gion of the ionosphere and their dependence on the propagation
path of VLF radio waves. First, the analysis concentrates on four
selected periods of significant solar and geomagnetic activities in
order of increasing magnitude, followed by a detailed statistical
analysis of up to 16 storm conditions.
2. Data and method of analysis

In this work, analysed data mainly include diurnal VLF signal
amplitude (of up to three propagation paths) monitored at A118
SID monitoring station in Southern France (http://sidstation.lou
det.org/data-en.xhtml), GOES solar X-ray flux, average z-compo-
nents (Bz) and total magnetic field (HT) (http://satdat.ngdc.noaa.
gov/sem/goes/data/), global geomagnetic Ap (NOAA) and dis-
turbance storm time (Dst) index (from World Data Centre for
Geomagnetism (WDCG)), solar wind speed (Vsw) and particle
density (PD) (ftp://sohoftp.nascom.nasa.gov/sdb/goes/ace/). Ana-
lysis was conducted over four different 6-day periods with dif-
ferent geomagnetic conditions of varying disturbance. The space
condition during 14–19 February 2011 is recognised as moderately
disturbed, the condition during 26–31 May 2011 is recognised as a
moderate storm, and condition during 24–29 September and 23–
28 October 2011 are recognised as relatively intense storm con-
ditions. The choice of a six days time frame is to give us a rea-
sonable time interval for analysis of data before, during and after
the main event(s). The three propagation paths are shown in Fig. 1
and include GQD-A118, ICV-A118, and DHO-A118; GQD (22.1 kHz
GQD, lat N54.73° long W002.88°), ICV (20.27 kHz, lat N40.92° long
E009.73°), and DHO (23.4 kHz, lat N53.08° long W007.61°).
Fig. 1. VLF signal propagation paths (PP) used in the study: A118 receiver (thick red circle
SID station web page]. (For interpretation of the references to colour in this figure capt
2.1. Data description

A solar flare is ranked based on its X-ray output, and classified
according to the order of magnitude of the peak burst intensity (I),
measured at the Earth in 0.1–0.8 nm band, = < −B I 10 W/m6 2,

= <− −C I10 10 W/m6 5 2, = <− −M I10 10 W/m5 4 2, = −X I10 W/m4 2.
We investigate solar wind speed conditions because the velocity,
density, strength and direction of the solar wind plasma, and
strength and direction of its associated magnetic field, influence
the structure of the surrounding magnetic field of the Earth and
controls the processes by which mass, momentum and energy are
transferred from the solar wind to the Earth's magnetosphere–
ionosphere system (Lastovicka, 1989; Singer et al., 1996). The Bz
component significantly contributes to energy transfer from the
solar wind sector to the magnetosphere (Prolss, 2004). HT data can
be used to deduce and check solar wind influence on the mag-
netosphere. Substorms advance and intensify current systems in
the magnetosphere and ionosphere, which can also be detected
via HT component. Ap (or Kp) are planetary indices and are the
indicators of geomagnetic activity. The Dst is used to assess or
measure the severity of magnetic storms. The strength of the
surface magnetic field is inversely proportional to the energy
content of the ring current, which increases during geomagnetic
storms (Hamilton et al., 1988). The solar wind condition and the
mentioned geomagnetic parameters are important for studying
and understanding magnetosphere–ionosphere coupling and ef-
fects (also see Bucha and Bucha, 1998; Borovsky and Denton, 2006;
Tsurutani et al., 2006; Kozyra et al., 2006; Weigel, 2010; Nwankwo
and Chakrabarti, 2014; Nwankwo et al., 2015). However, having
provided a precise background of the parameters, we will con-
centrate mainly on how various aspects of diurnal VLF signal vary
in response to geomagnetic activity and storm footprints in the D
region ionosphere via these parameters, especially the Dst index.
Details of geomagnetic indices variation in response to solar wind
conditions and sources can be found in some literatures, e.g.,
Lastovicka (1989), Tsurutani et al. (1972, 1988, 1995, 1997, 2006,
2011), Baker (1996), Kozyra et al. (2006), Weigel (2010) and re-
ferences therein.

We analyse 2- to 4-h Mean VLF signal amplitude before ‘local’
sunrise and after sunset (hereafter respectively denoted as MBSR
), DHO transmitter (red star), GQD (brown star), ICV (blue star) [adopted from A118
ion, the reader is referred to the web version of this paper.)

http://sidstation.loudet.org/data-en.xhtml
http://sidstation.loudet.org/data-en.xhtml
http://satdat.ngdc.noaa.gov/sem/goes/data/
http://satdat.ngdc.noaa.gov/sem/goes/data/
ftp://sohoftp.nascom.nasa.gov/sdb/goes/ace/
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and MASS), and mid-day signal amplitude peak (MDP). We also
identified variations in the so-called sunrise and sunset termina-
tors (hereafter, denoted as SRT and SST). The aspects of a typical
VLF signal (MBSR, MDP, MASS, SRT and SST) that were analysed are
shown in Fig. 2a–d. In addition, daily solar flare count (for flares
≥C) and the standard deviation or fluctuation of daily Dst were
calculated. The main goal of the analysis is to investigate the trend
in variations of these components under given solar and geo-
magnetic induced space environmental conditions, for possible
identification of geomagnetic footprint in D-region ionosphere in
addition to known X-ray flux induced prompt response of VLF
amplitude and phase. Data were analysed for two signal propa-
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magnetic field component; (e) HT magnetic field; (f) Dst and (g) Ap variations during 14
gation paths (PP) in each case. To begin with, we perform a de-
tailed study of four particular cases, and then investigate the sta-
tistical significance of our results with more cases (up to 16).
3. Results and discussion

Fig. 3a–h shows diurnal VLF amplitude for GQD-A118 and ICV-
A118 propagation paths, X-ray flux output, solar wind speed (Vsw),
particle density (PD), Bz magnetic field component, HT magnetic
field, daily Dst standard deviation and Ap variation during 14–19
February 2011. The period is associated with high flare activity (up
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to 79 flares; C¼69, M¼9, X¼1) and Dst variations of > − 50 (also
see Table 1). High flare events were observed on 14th, 16th and
18th (Fig. 3c), as well as significant geomagnetic activity on the
14th and 18th February (Fig. 3e–g). Highly variable solar wind
speed (Vsw) and associated magnetospheric impact (via Bz and HT)
were also observed from 06:00 pm, 14th – 12:00 noon, 15th and
during most part of 18th February (Fig. 3d–f). The extent and se-
verity of induced magnetospheric perturbations is highlighted by
the Dst during late 14th and the considerable part of 18th (Fig. 3g).
The high Ap index of 18 February is therefore not surprising
(Fig. 2h). VLF signal amplitude of the two propagation paths re-
sponded in a manner consistent with high flare events during the
period. However, the flare-induced perturbations are distinct in
VLF signals (during local daytime), and appear to overshadow
those of geomagnetic activity origin. We therefore analyse and
monitor the trend in variation of the signal metrics variation such
as MBSR, MDP, MASS, SST and SRT, for possible identification and/
or separation of distinct signatures of geomagnetic disturbances.

Fig. 4 shows daily Dst standard deviation, 4-h mean signal
amplitude before local sunrise (MBSR), mid-day signal amplitude
peak (MDP), 4-h mean signal amplitude after sunset (MASS),
variation in sunrise terminator (SRT) and in sunset terminator
(SST) for (a) GQD-A118 and (b) ICV-A118 propagation paths during
14–19 February 2011. A summary of relative trend in variations of
the parameters over the period is provided in Table 1. The two
main geomagnetic disturbed days are 14th (day 1) and the 18th
(day 5) presumably due to increase or spikes in solar wind speed
(Vsw) and particle density (PD) (see Fig. 3d). Proper analysis of a
trend on a particular day requires a comparison with the trend of
the previous day and the day after the event, because of the
varying timescale of ionospheric response to different aspects of
solar forcing and mechanisms. Therefore, we consider the trend of
pre-event day in order to determine that of the event(s) day, and
also consider the post-event(s) day for extended effect. We ob-
served an increase in MBSR and SRT, but ‘dipping’ of MDP, MASS
and SST on 15th (day 2) (Fig. 4a). Note the onset of perturbations
on 14th (day 1) – during and after sunset. The influence of the
induced perturbations is therefore expected to extend into a
considerable part of 15th (day 2). There was a quiet geomagnetic
condition on the 16th (day 3), and almost all the parameters in-
creased. Of interest is the more (and longer) geomagnetic dis-
turbed condition on the 18th (day 5). Only the SST increased
(during which a decrease in the initial induced perturbation was
expected), while almost all other parameters (MBSR, MDP, MASS
and SRT) ‘dipped’. The observed trend is replicated in ICV-A118
propagation path around 15th (day 2) but quite inconsistent on
Table 1
Trend of variation of VLF signal amplitude metrics, Dst and flare count during 15–18 Fe

Date Mean signal peak (dB)

MBSR MDP MASS

GQD-A118 propagation path
14/2/11 14.0870.78 9.77 12.5772.18
15/2/11 14.2071.15 8.80 11.2270.72
16/2/11 14.8571.07 9.55 12.9370.95
17/2/11 13.8971.14 10.10 11.4070.82
18/2/11 13.2170.90 9.64 11.2571.09
19/2/11 13.9971.10 8.14 11.8172.23

ICV-A118 propagation path
14/2/11 12.9573.82 �12.89 13.4673.40
15/2/11 21.1173.11 �16.05 12.0574.17
16/2/11 13.6072.38 �14.56 10.5673.49
17/2/11 9.8373.81 �14.04 10.2472.57
18/2/11 20.5673.24 �13.11 11.3973.95
19/2/11 19.8171.25 �16.28 14.2673.88
18th (day 5) – mainly increase of MBSR, MDP and MASS, but
dipping of SRT and SST (Fig. 4b). However, the increase in MDP
appeared to be related to flare induced signal amplitude variation
on the signal as well as high fluctuation in ICV-A118 propagation
path signal level, before and after sunset (see Fig. 3b).

Fig. 5 shows the diurnal VLF signal amplitude variations for
GQD-A118 and ICV-A118 propagation paths, X-ray flux, Vsw, PD, Bz,
HT, daily Dst standard deviation and Ap variations during 26–31
May 2011. Blue and red lines in the figure indicate the storm
commencement and peak time, respectively. The period is asso-
ciated with moderate flare activity (up to 43; C¼41, M¼2, X¼0),
as well as a moderate storm condition (Dst < − 50 (up to �91).
The most disturbed days in this case are the 28 and the 29 May,
following a geomagnetic storm on the 28th (Fig. 5c–h). The geo-
magnetic storm of 28 February appears to be related to the sudden
(and significant) rise in Vsw and PD, possibly of coronal origin. Up
to three CMEs with the speed exceeding 1000 km/s occurred be-
tween 27th and 29th (http://cdaw.gsfc.nasa.gov/CME_list/UNI
VERSAL/2011_05/univ2011_05.html). Solar wind density influ-
ences the capability of a given value of the solar wind electric field
(SWEF) to create a Dst disturbance or geo-efficiency (Weigel, 2010,
Tsurutani et al., 2011a). Also, solar flares and prominence erup-
tions are known independent and sporadic events, but they do
also occur in association with coronal mass ejections (CMEs).
However, we do not strictly attribute the solar wind and magne-
tosphere conditions during this period to CMEs because of limited
scope of analysis in this regard. In Fig. 5a–c, we observed that with
relatively high flare activity around 28–29 May, the known diurnal
(daytime) signal amplitude-spike in response to solar X-ray output
in both propagation paths tends to be diminished under geo-
magnetic storm condition when compared with 14–19 February
scenario (Fig. 5a–b). This situation is replicated in the other three
storm conditions investigated alongside.

Fig. 6 shows daily Dst standard deviation, 2-h MBSR, MDP, 2-h
MASS, SRT and SST variations for (a) GQD-A118 and (b) ICV-A118
propagation paths during 26–31 May 2011. A summary of trend in
variation of the parameters over the period is provided in Table 2.
Our main focus here is on 28th (day 3), being the most disturbed,
as well as the storm day. We observed an increase in MBSR, MDP
and MASS, but a dipping of SRT and SST in GQD-A118 propagation
path (Fig. 6a). Notwithstanding, dipping of the MBSR and MDP
occurred on the day following the storm day (moderate but sig-
nificantly disturbed 29th (day 2)). In ICV-A118 propagation path,
the MASS increased slightly while MBSR, MDP, SRT and SST dipped
with high Dst (Fig. 6b). It is important to note that we had to take a
two hour mean due to increase in day length. Also note the spike
bruary 2011 for GQD-A118 and ICV-A118 propagation path.

Signal dip (dB) Dst (nT) Flare count

SRT SST sDst ≥C C M X

�4.13 1.96 716.19 12 11 1 0
�2.85 �2.13 73.67 8 7 0 1
�2.69 0.47 73.71 15 12 3 0
�2.83 �2.26 75.27 12 12 0 0
�3.27 0.28 721.29 20 15 5 0
�2.10 0.22 72.90 12 12 0 0

�38.82 �33.99 716.19 12 11 1 0
�17.30 �40.80 73.67 8 7 0 1
�34.52 �32.80 73.71 15 12 3 0
�24.08 �40.50 75.27 12 12 0 0
�27.65 �41.75 721.29 20 15 5 0
�30.42 �35.67 72.90 12 12 0 0

http://cdaw.gsfc.nasa.gov/CME_list/UNIVERSAL/2011_05/univ2011_05.html
http://cdaw.gsfc.nasa.gov/CME_list/UNIVERSAL/2011_05/univ2011_05.html


Fig. 4. Daily Dst standard deviation, 4-h mean signal amplitude before sunrise (MBSR), mid-day signal peak (MDP), 4-h mean signal amplitude after sunset (MASS), sunrise
terminator (SRT) and sunset terminator (SST) variations for (a) GQD-A118 and (b) ICV-A118 propagation path during 14–19 February 2011.
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in MDP due to the possible influence of the flare particularly in
GQD-A118 propagation path on 28th (dipping needs to be large or
significant to nullify flare-induced influence). Understandably,
geomagnetic effects are also not expected on any portion of the
signal (e.g., MBSR, MDP, MASS, SRT, and SST) before significant
geomagnetic perturbations. The increase (MDP) could also be due
to the propagation characteristics of ICV-A118 propagation path,
because mode interference significantly depends on ionospheric
conditions at the time, propagation paths and energetic electron
precipitation level on the ionosphere due to the magnetic storm,
which depends on geomagnetic latitude (e.g. Tatsuta et al., 2015).

Fig. 7 shows the diurnal VLF amplitude variations for GQD-A118
and DHO-A118 propagation paths, X-ray flux, Vsw, PD, Bz, HT, daily
-20
0

20
40

V
LF

(d
B

)

-50
-25

0
25

0.0e+00
4.0e-06
8.0e-06

X
-r

ay
(W

/s
qm

)

0
40
80

B
z(

nT
)

80
120
160

H
t(n

T)

-100
-50

0
50

D
st

(n
T)

Time

0
20
40
60

A
p

200
400
600
800

V
(k

m
/s

)

26 27 28 2

GQD-A118

ICV-A118

Vsw
PD

Fig. 5. (a) Diurnal VLF amplitude for GQD-A118 PP; (b) VLF amplitude for ICV-A118 PP;
magnetic field component; (e) HT magnetic field; (f) Dst and (g) Ap variations during 26
peak time respectively). (For interpretation of the references to colour in this figure cap
Dst standard deviation and Ap variations during 24–29 September
2011. The period is associated with relatively high flare events (up
to 51; C¼33, M ¼17, X ¼1) and intense storm conditions with Dst
≤ − 100. The unique feature of the period is the associated sub-
storm of late 26th (red line) following the storm condition that
commenced before noon with peak (broken red line), which also
marked the sub-storm commencement (Fig. 7e–g). Milder storm
conditions also occurred on 28th and 29th. The storm-driving high
variable solar wind (and PD spike) is clearly observed in Fig. 6d.
Dipping of DHO-A118 propagation path daytime (and MDP) signal
on 26th is clearly visible in Fig. 7b, with the post-storm day signal
(with lesser geomagnetic index and/or disturbance) on 27th ex-
hibiting a tendency of recovery (or return) to pre-storm level. The
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Fig. 6. Daily Dst standard deviation, 2-h mean signal amplitude before sunrise (MBSR), mid-day signal peak (MDP), 2-h mean signal amplitude after sunset (MASS), sunrise
terminator (SRT) and sunset terminator (SST) variations for (a) GQD-A118 and (b) ICV-A118 propagation path during 26–31 May 2011.
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trend of variations of MBSR, MDP, MASS, SRT and SST has also
shown such tendency.

Fig. 8 shows daily Dst standard deviation, 4-h MBSR, MDP, 4-h
MASS, SRT and SST variations for (a) GQD-A118 and (b) DHO-A118
propagation paths during 24–29 September 2011. Summary of the
trend in variation of the parameters over the period is provided in
Table 3. In GQD-A118 propagation path signal, dipping of MDP, SRT
and SST was observed on 26th (day 3), while MBSR and MASS
increased (Fig. 8a). It is important to note that the peak of the
geomagnetic storms-induced perturbations on the ionosphere
which commenced during the later part of 26th is expected into
greater part of 27th. As could be seen in Fig. 7g, the Dst recovery
during 27th is associated with momentary perturbations, followed
by the sub-storm commencement around 06:00 pm on that day.
Further dippings of MBSR, MDP, MASS and SST were also observed
on 27th (day 4; see Fig. 8a). Thereafter, the MBSR, MDP and MASS
increased with reduced Dst on the 28th. Notwithstanding, storm
conditions were also recorded on the 28th and 29th, but the as-
sociated perturbations are not comparable to those of 26th–27th.
In DHO-A118 propagation path, dipping of the MDP, MASS and SST
was observed on the 26th (day 3) and 28th (day 5; see Fig. 8b). On
the other hand, there is a relative increase in MBSR and SRT on the
Table 2
Trend of variation of VLF signal amplitude metrics, Dst standard deviation and flare cou

Date Mean signal peak (dB)

MBSR Mid-day MASS

GQD-A118 propagation path
26/5/11 24.1471.24 18.86 21.5771.01
27/5/11 21.2971.05 18.08 23.4370.65
28/5/11 21.7371.00 19.32 24.4971.22
29/5/11 22.2071.42 20.17 23.2971.63
30/5/11 24.5271.74 20.64 24.0671.07
31/5/11 23.5972.14 20.92 19.1174.10

ICV-A118 propagation path
26/5/11 19.9274.32 4.33 7.7972.62
27/5/11 10.2674.32 3.62 8.0878.74
28/5/11 �2.7478.39 0.63 10.4479.05
29/5/11 16.0772.28 �2.21 20.4273.17
30/5/11 11.1972.94 2.68 21.0273.28
31/5/11 22.2173.83 3.45 19.1174.10
days (3 and 5). While the trends in the two propagation paths
appear to significantly reflect the space weather conditions, the
dipping or increase of the signal varied.

Fig. 9 shows the diurnal VLF amplitude variations for GQD-A118
and DHO-A118 propagation paths, X-ray flux, Vsw, PD, Bz, HT, daily
Dst standard deviation and Ap variations during 23–28 October
2011. This period is associated with relatively low flare activity (only
11 C class flares), but with an intense storm condition (Dst < − 100
(reaching �132)). The storm occurred during the early hours of
25th, which commenced late 24th (around 06:00 pm), presumably
due to high speed solar wind (HSS) and PD condition of 24th Oc-
tober (Fig. 9d–h). VLF signal data for GQD-A118 propagation path
during 12:00 noon, 25th – 06:00 pm, 26th October (Fig. 9a) are not
available. It is worth mentioning that only DHO-A118 propagation
path (at A118 SID receiving station) recorded data during this time
interval. Data of about 6 other propagation paths (e.g., GBZ-A118,
ICV-A118, NAA-A118, TBB-A118) in the series are also not available
(see Fig. 1 for PP identification). As this period probably corresponds
to the peak of induced ionosphere perturbations, it will be inter-
esting to further investigate possible cause of the scenario (this is
beyond the scope of this work), with respect to the prevailing
geomagnetic condition. Again, dipping of DHO-A118 propagation
nt during 26–31 May 2011 for GQD-A118 and ICV-A118 propagation path.

Signal dip (dB) Dst (nT) Flare count

SRT SST sDst ≥C C M X

�12.59 �3.93 79.37 0 0 0 0
�5.86 1.98 79.31 5 5 0 0
�13.47 �0.38 722.33 19 18 1 0
�11.60 �1.07 76.35 13 12 1 0
�4.24 2.14 75.31 4 4 0 0
�7.75 �6.46 74.04 2 2 0 0

�47.18 �21.05 79.37 0 0 0 0
�39.18 �20.66 79.31 5 5 0 0
�45.27 �30.47 722.33 19 18 1 0
�50.02 �36.28 76.35 13 12 1 0
�45.85 �22.17 75.31 4 4 0 0
�46.08 �25.07 74.04 2 2 0 0
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path daytime and MDP signal on 25th (most disturbed day) is
clearly visible (Fig. 9b), with the post-storm day signal exhibiting a
drop or recovery to pre-storm level.

Fig. 10 shows daily Dst standard deviation, 4-h MBSR, MDP, 4-h
MASS, SRT and SST variations for (a) GQD-A118 and (b) DHO-A118
propagation paths during 23–28 October 2011. Summary of the
trend in variation of the parameters over the period is provided in
Table 4. GQD-A118 propagation path data during 25th and 26th is
inadequate for the present analysis (Fig. 10a). The DHO-A118
propagation path signal showed dipping of the MBSR, MDP and
MASS on 25th (day 3), corresponding to the storm's peak day, but
an increase in SRT and SST (Fig. 10a). The space weather condition
(with peak) of 25th (day 3) commenced at around 06:00 pm on
24th (day 2). Interestingly, dipping of the MDP and MASS also
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commenced on 24th (day 2). There is a post-storm day increase of
MBSR, MDP and MASS with significant Dst low on 26th, a scenario
that is characteristic of most post-storm day signals. We therefore
viewed such scenario as post-storm day signal recovery tendency.

We now identify the most disturbed day(s) in each of the four
6-day periods, and analyse the trend in the signal metrics variation
on the day, namely, event 1 (E1) on 18 February 2011; event 2 (E2)
on 28 May 2011; event 3 (E3) on 26–27 September 2011; and event
4 (E4) on 25 October 2011. Due to the peculiarity of the events
during 26–27 September 2011 (recurrent substorm), two days have
been allowed for the analysis. In general, two of three events
(E1�3) showed dipping of MDP in GQD-A118 propagation path
(VLF data during E4 is not available). Three of the four events
(E1�4) showed dipping of MDP in ICV/DHO-A118 propagation
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-A118 propagation path during 24–29 September 2011.



Table 3
Trend of variation of VLF signal amplitude metrics, Dst and flare count during 25–28 September 2011 for GQD-A118 and HO-A118 propagation path.

Date Mean signal peak (dB) Signal dip (dB) Dst (nT) Flare count

MBSR Mid-day MASS SRT SST sDst ≥C C M X

GQD-A118 propagation path
24/9/11 26.4271.02 23.10 25.3872.10 1.30 �1.28 74.08 13 4 8 1
25/9/11 24.9471.16 23.30 24.9870.96 �0.59 �0.40 74.56 10 4 6 0
26/9/11 25.5271.14 22.61 25.6271.59 �0.75 �2.11 750.73 11 9 2 0
27/9/11 22.9171.35 22.15 24.8771.63 �3.26 �7.25 724.54 8 8 0 0
28/9/11 27.3170.77 22.51 25.1371.38 3.28 �7.57 712.37 4 3 1 0
29/9/11 26.5671.29 21.69 26.1072.32 �3.85 �2.61 76.73 3 3 0 0

DHO-A118 propagation path
24/9/11 23.2672.04 14.55 23.3271.00 �12.96 �34.41 74.08 13 4 8 1
25/9/11 23.3371.29 14.57 24.6070.99 �26.86 �26.34 74.56 10 4 6 0
26/9/11 23.8171.05 0.45 9.9071.48 �26.79 �35.80 750.73 11 9 2 0
27/9/11 11.3871.05 14.00 23.6871.90 �30.47 �25.82 724.54 8 8 0 0
28/9/11 25.9071.74 12.66 20.9872.09 �9.85 �28.62 712.37 4 3 1 0
29/9/11 22.4972.04 15.43 25.8773.31 �21.78 �36.25 76.73 3 3 0 0
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paths. We note that solar flare occurred around mid-day in the
days when MDP showed no dipping. This suggests possible flare
induced increase of signal amplitude on the MDP or resulting from
other atmospheric phenomena. Two of four events (E1�4) showed
dipping of MBSR in GQD-A118 propagation path, and dipping in all
the four events in ICV/DHO-A118 propagation paths. Two of three
events (E1�3) showed dipping of MASS in GQD-A118 propagation
path (VLF data during E4 is not available), and two of the four
events in ICV/DHO-A118 propagation path. Three of the four
events showed dipping of SRT in GQD-A118 propagation path, and
two of the four in ICV/DHO-A118 propagation paths. Two of the
four events showed dipping of SST in GQD-A118 propagation path,
and three of the four in ICV/DHO-A118 propagation paths. We have
also observed that within the local day time interval (24 h), the
events occurred well before or after four of five MBSR and MASS,
and five of six SRT and SST that showed no dipping (or maintained
amplitude) in accordance with the events. Among other possible
inferences, this trend suggests that geomagnetic effects are not
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Fig. 9. (a) Diurnal VLF amplitude for GQD-A118 PP, (b) diurnal VLF amplitude for DHO-A
(e) HT magnetic field, (f) Dst, and (g) Ap variations during 23–28 October 2011.
expected on any aspect of the signal (e.g., MBSR, MDP, MASS, SRT,
and SST) before significant geomagnetic perturbations, and if the
event occurs well before the component, the induced ionospheric
perturbations is expected to have significantly reduced at the time
interval. Of the three propagation paths, the signal of DHO-A118
appears to be the most sensitive to geomagnetic induced mag-
netospheric–ionospheric dynamics. However, given the few
number of the cases analysed so far, drawing a firm conclusion
may be difficult at this stage. Therefore, we include more cases in
the next analysis (see Table 5), and combine different signal as-
pects on a single graph for a better view of the trends.

We analyse and study the trend in variations of combined
signal aspects for 16 storm cases (Dst¼�50 to �132) between
February 2011 and June 2012 for two propagation paths (GQD-
A118 and DHO-A118). Details of the storm events are provided in
Table 5. Analysis include taking values of the (a) signal metrics
(MBSR, MDP, MASS, SRT and SST) 1-day before an event (BE),
during an event (DE) and after an event (AE) and (b) a 2-day mean
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Table 5
Summary of analysed geomagnetic storm conditions.

No. Date Max Dst (nT) sDst Flare count ( ≥ )C
C M X

1 05/02/2011 �51 78.99 0 0 0
2 01/03/2011 �81 736.28 7 0 0
3 06/04/2011 �65 724.31 3 0 0
4 12/04/2011 �51 722.11 3 0 0
5 26/09/2011 �101 750.73 9 2 0
6 25/10/2011 �132 730.76 1 0 0
7 22/01/2012 �67 737.00 4 0 0
8 15/02/2012 �58 79.63 0 0 0
9 19/02/2012 �54 712.8 1 0 0
10 07/03/2012 �74 725.41 1 0 0
11 15/03/2012 �74 720.75 1 0 0
12 28/03/2012 �55 712.09 1 0 0
13 05/04/2012 �54 713.82 3 0 0
14 23/04/2012 �95 732.23 3 0 0
15 12/06/2012 �51 712.47 13 0 0
16 16/06/2012 95 720.24 4 0 0
17n 17/06/2012 80 746.75 7 0 0
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signal metric BE, DE and AE. An event is selected based on factors
such as availability and quality of VLF signal data on the day, and
relatively quiet BE and AE, particularly for the 2-day mean ana-
lysis. Although BE and AE data were carefully chosen to be con-
sistent with relative geomagnetic quiet condition, a few choices on
significantly perturbed days were unavoidable due to intervals of
extended geomagnetic active condition and recurrent storms. This
scenario can cause high variability of VLF radio signal. Other than
solar induced fluctuations, the ionosphere and VLF radio signal
also response to effects originating from a number of other sources
(see Section 1.1). Some of the effects are interconnected (with
possible interference), leading to a high variability of signal
strength. Therefore, a ‘perfect’ consistency in trend across all the
cases is not expected. Fig. 11 shows Dst deviation (fluctuation) and
trend in variation of signals MDP, MBSR, MASS, SRT and SST one
day before and after (successive) each of the 16 selected storm
conditions for (a) GQD-A118 and (b) DHO-A118 propagation paths.
Detail of the data is provided in Table A1 (Appendix A).

For GQD-A118 propagation path, 10 of 14 MDP, 10 of 15 MBSR,
7 of 14 MASS, 9 of 14 SRT and 7 of 14 SST have shown a dipping of
the signals. These correspond respectively to 71.4%, 66.7%, 50%,
Table 4
Trend of variation of VLF signal amplitude metrics, Dst and flare count during 23–28 October 2011 for GQD-A118 and DHO-A118 propagation path.

Date Mean signal peak (dB) Signal dip (dB) Dst (nT) Flare count

MBSR Mid-day MASS SRT SST sDst ≥C C M X

GQD-A118 propagation path
23/10/11 24.3570.88 16.59 21.8370.87 �3.31 �4.27 74.08 3 3 0 0
24/10/11 21.6371.02 15.28 22.6670.93 �6.35 �4.89 716.35 0 0 0 0
25/10/11 19.7073.77 – – 2.16 – 730.76 1 0 0 0
26/10/11 17.1472.59 – – – – 76.25 1 1 0 0
27/10/11 22.3271.43 17.45 21.7471.33 �4.92 �9.69 73.53 1 1 0 0
28/10/11 21.8370.86 19.35 19.4772.52 �4.97 �11.98 74.48 5 5 0 0

DHO-A118 propagation path
23/10/11 26.1871.05 10.45 25.5170.82 �32.81 �37.10 74.08 3 3 0 0
24/10/11 25.5370.92 10.23 24.8071.33 �26.64 �30.84 716.35 0 0 0 0
25/10/11 22.7570.99 �2.12 22.1671.68 �19.19 �21.17 730.76 1 1 0 0
26/10/11 25.5171.22 5.23 24.1771.18 �34.30 �15.40 76.25 1 1 0 0
27/10/11 26.4971.72 8.16 22.5374.45 �25.25 �23.23 73.53 1 1 0 0
28/10/11 23.9671.68 11.02 20.4271.32 �29.63 �37.10 74.48 5 5 0 0
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64.3% and 50.0% of the combined cases. In DHO-A118 propagation
path 13 of 16 MDP, 9 of 16 MBSR, 8 of 16 MASS, 5 of 14 SRT and 7 of
16 SST showed dipping of the signals. These correspond to re-
spective 81.3%, 56.3%, 50%, 35.7% and 43.8% of the combined cases.
Note that dipping of any of DE and AE signal metric in cases 15 and
16 is taken as a response to the event because storm condition or
the event commenced during late DE and peaked in AE. Also, re-
current storms occurred on the day after case 16. Whereas majority
of MDP in both propagation paths have shown a notable evidence of
dipping, few number of PP-mismatched incidences of MDP signal
rise (or increase) on some events day have been observed (e.g.,
events 8, 11 and 16 in GQD and 4 and 13 in DHO). The increase may
be related to flare induced signal amplitude spike on the signal or
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phenomena arising from sources other than storm events. We also
observed a notable matched-increase of the diurnal signal level
(includingMDP, MBSR and MASS) on DE 7 (22 January 2012) in both
propagation paths. While further investigation is vital for accurate
interpretation, a closer look at available data showed occurrence of
storm associated M-class flare with corresponding peaks, suggest-
ing an enhancement of not only the instantaneous but also back-
ground X-ray flux output. Fig. 12 shows Dst deviation (fluctuation)
and trend in variation of 2-day mean MDP, MBSR, MASS, SRT and
SST signals before, during and after each event for (a) GQD-A118
and (b) DHO-A118 propagation paths. Details of the data is provided
in Table B1 (Appendix B). Using a different criterion for data se-
lection, the analysis presented in Fig. 12 is a follow up on the one
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presented in Fig. 11, and expected to provide resourceful clue to-
wards a better conclusion of the results. Whereas BE, DE and AE
represent data of three consecutive days with reference to the
event's day (DE) in the former analysis (Fig. 11), each acronym (BE,
DE or AE) represent a 2-day mean (VLF) with respect to DE (but not
necessarily in succession to DE). Besides data availability and
quality, an important data selection criterion is a relative geomag-
netic quiet BE- and AE-day with respect to DE – hence, one or more
days gap before or after DE (in some cases).

For GQD-A118 propagation path, 10 of 14 MDP, 9 of 15 MBSR, 7 of
14 MASS, 11 of 16 SRT and 5 of 14 SST showed dipping of the signals.
These corresponds to respective 71.4%, 60.0%, 50.0%, 68.8% and
35.7% of the combined cases. For DHO-A118 propagation path, 11 of
16 MDP, 11 of 16 MBSR, 10 of 16 MASS, 6 of 14 SRT and 7 of 16 SST
showed dipping of the signals, corresponding to respective 68.8%,
68.8%, 62%, 42.9% and 43.8% of the combined cases. In general, MDP
signal has shown a high probability of a dipping scenario following
significant geomagnetic disturbance or storm condition. The MBSR
and MASS signals have also shown good probability of exhibiting
such storm-induced dipping, but appear to be influenced by event's
occurrence time and the highly variable conditions of dusk-to-dawn
ionosphere (as stated earlier). However, a fewer cases have shown a
rise or increase of the components instead (e.g., MDP, MBSR, and
MASS) following a significant geomagnetic event. We speculate that
such a scenario (signal rise) may be related to storm associated
phenomena or of sources other than solar origin, rather than being
a case against the ‘favoured’ dipping – this need be studied further.
In contrast, the SRT and SST signals have shown significant post-
storm dipping in GQD-A118 propagation path but mostly increase in
DHO-A118 propagation path. Does the trend in post-storm SRT and
SST variation depend on signal propagation path? This important
question may not be conclusively answered based on this present
analysis. Thus, a clear dependence of SRT and SST on geomagnetic
disturbance or storm conditions seems inconclusive.

We consider it important to highlight the constraints associated
with this analysis that may have also influenced our results and/or
findings. Besides flare and X-ray flux induced amplitude variation (see
Fig. 2c), the daytime diurnal signal between SRT and SST of VLF radio
waves are generally quite stable. No doubt, their stability has con-
tributed to the consistency of MDP trend in the overall pattern of the
results – the combined analysis showed about 73% dipping of theMDP.
On the other hand, high variability or fluctuation of dusk-to-dawn
signal (see Fig. 2a–d) remains a major drawback to analysis relating to
MBSR and MASS – the combined analysis showed 63% and 53% dip-
ping of the MBSR and MASS respectively. Similarly, the pseudo-SRT
and SST (occurrence of double or multiple-tipped sunrise and/or
sunset terminator) exhibited by diurnal VLF signal also hampers
proper analysis of the signals – the combined analysis showed 52% and
43% dipping of the SRT and SST respectively. Deciding which of the tips
to measure (in case of a pseudo-SRT/SST) is important but challenging.
Nevertheless, a proper study that probes the cause of such fluctuations
and occurrence of pseudo-terminators in VLF signature will be highly
valuable. Such a study in addition to further investigating the ob-
served, as well as an interesting propagation paths (matched and
mismatched) signal-rise during some cases of geomagnetic storm
conditions have been initiated. This is beyond the scope of the present
work and will be published elsewhere in due course.
4. Summary and conclusion

The characteristic response of diurnal VLF signal to space weather
induced ionospheric disturbances varies from one propagation path to
another, and also depends on location of the transmitters and re-
ceivers, ionisation and chemistry of the D region over the propagation
path, and the intensity of induced perturbations. Other influencing
factors include signal frequency and nature of Earth's surface (also see
Mimno, 1937; Poole, 1999; Melia, 2010). In principle, known strong
perturbations from solar flares and gamma-ray bursts on VLF signals
can be reproduced from ab initio calculations (Palit et al., 2013). In this
paper, we used condensed metrics of diurnal VLF signal (such as
MBSR, MDP, MASS, SRT and SST) to investigate the footprint of geo-
magnetic activity in D layer ionosphere at mid-latitude (40–54°) re-
gion, under varying degree of 16 storm conditions (and consequent
disturbances). Although the strength of diurnal signals significantly
varied from one propagation path to another, the trend of variations of
the characteristic signal appears to reflect the prevailing spaceweather
conditions of varying time scale. We found a significant dipping of the
mid-day amplitude peak (MDP) of the signal within 1–2 days of sig-
nificant geomagnetic disturbance or storm conditions. The MBSR and
MASS signals have also generally shown such storm-induced dipping.
However, they appear to be influenced by events' occurrence time and
the highly variable condition of dusk-to-dawn ionosphere. We ob-
served a few cases of rise of the signals (e.g., MDP, MBSR or MASS)
following a significant geomagnetic event. However, this may be re-
lated to storm-associated events or due to effects arising from sources
other than solar origin. The extent of the induced dipping (or rise)
significantly depends on the intensity and duration of event(s), as well
as the propagation path of the signal. The post-storm day signal (fol-
lowing a main event, with lesser or significantly reduced geomagnetic
activity) exhibited a tendency of recovery to pre-storm day level. In the
present analysis, the post-storm SRT and SST variations do not appear
to have a well-defined trend – the signals have shown more post-
storm dipping in GQD-A118 propagation path but mostly increase in
DHO-A118 propagation path.

Many researchers have investigated and reported ionospheric
and VLF signal anomalies before seismic events (e.g., Hayakawa
et al., 1998; Ray and Chakrabarti, 2012; Sasmal and Chakrabarti,
2009). Such anomalies were often attributed to seismicity and
therefore viewed as pre-cursors. However, in order to ensure that
such VLF anomalies are indeed due to seismic events, it is im-
perative that other possible and potential drivers of ionospheric
anomalies around intervening period are investigated, identified
and separated. In future, we will investigate possible solar and
geomagnetic-induced perturbations of the ionosphere within the
time frame in which ionospheric precursor (using VLF signal) was
reported. This must be taken into consideration before marking
anomalies as pre-cursors. For this two prong approaches are ne-
cessary: (i) to reproduce propagation path dependent effects on
VLF signals due to number of specific types of solar induced per-
turbations as in Palit et al. (2013) and (ii) to find statistical corre-
lations among various quantities using data for longer duration.
The work is in progress and would be published elsewhere.
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Table A1
Variations in MDP, MBSR, MASS, SRT and SST signals 1-day before, during and after each of the 16 events for (a) DHO-A118 and (b) GQD-A118 propagation path.

Date SIG GQD-A118 DHO-A118 DST

MBSR MDP MASS SRT SST MBSR MDP MASS SRT SST DEVIATIONS

04/02/2011 BE 11.2871.10 1.71 10.4171.29 �5.65 �4.14 22.4971.15 2.80 18.5871.69 �28.96 �25.53 720.97
05/02/2011 DE 10.6671.77 1.28 11.4571.13 �6.21 �2.69 21.9871.76 2.44 22.7272.70 �36.04 �28.13 78.99
06/02/2011 AE 13.5470.67 5.61 11.1672.54 �4.34 �2.95 23.6472.20 3.80 21.4172.48 �36.40 � 72.23
28/02/2011 BE 16.0470.85 8.56 14.4971.19 �5.31 �2.62 24.7471.66 4.16 23.0771.81 �38.62 �9.63 74.54
01/03/2011 DE 13.9671.23 6.00 13.1871.49 �6.79 �2.20 23.4371.22 3.58 22.2972.35 �10.96 �24.76 736.28
02/03/2011 AE 13.1471.79 7.46 10.5070.65 �1.89 �1.26 22.5571.60 2.55 16.6472.54 �29.74 �16.60 77.26
04/04/2011 BE 16.8171.40 14.17 14.2373.24 0.71 �8.52 21.6672.05 9.87 21.9271.87 �37.03 �21.64 78.28
06/04/2011 DE 16.1771.71 13.75 16.1471.61 �9.21 �14.68 22.3172.81 9.75 20.4870.84 �25.25 �9.08 724.31
07/04/2011 AE 16.0371.56 13.44 15.8871.57 �4.46 �16.83 19.8172.09 10.10 20.9472.73 �38.08 �14.93 712.40
11/04/2011 BE 17.4370.74 15.37 20.6270.50 �3.56 �14.97 19.7371.20 6.91 20.6270.50 �37.42 �37.03 78.92
12/04/2011 DE 17.7870.62 14.77 22.2771.10 �5.31 �15.66 23.4971.17 8.00 22.2771.10 �37.81 �25.67 722.11
13/04/2011 AE 21.8971.60 13.79 20.4971.77 �4.26 �10.05 21.8971.60 7.61 20.4971.77 �28.71 �39.04 710.01
25/09/2011 BE 24.9471.16 23.30 24.9870.96 �0.59 �0.40 23.3371.29 14.57 24.6070.99 �26.86 �26.34 74.56
26/09/2011 DE 25.5271.14 22.61 25.6271.59 �0.75 �2.11 23.8171.05 0.45 9.9071.48 �26.79 �35.80 750.73
27/09/2011 AE 22.9171.35 22.15 24.8771.63 �3.26 �7.25 11.3871.05 14.00 23.6871.90 �30.47 �25.82 724.54
24/10/2011 BE 21.6371.02 15.28 22.6670.93 �6.35 �4.89 25.5370.92 10.23 24.8071.33 �26.64 �30.84 716.55
25/10/2011 DE 19.7073.77 0 0 2.16 0 22.7570.99 �2.12 22.1671.68 �19.19 �21.17 730.76
26/10/2011 AE 17.1472.59 0 0 0 0 25.5171.22 5.23 24.1771.18 �34.30 �15.40 76.25
21/01/2012 BE 15.1171.24 3.94 13.6270.90 �10.18 �19.56 21.3671.80 1.59 21.7871.52 0 �38.48 78.80
22/10/2012 DE 14.8671.94 7.73 15.9270.99 �13.47 �11.56 26.1071.08 6.46 23.2871.93 �14.35 �34.97 737.00
23/01/2012 AE 15.1271.20 3.55 14.5071.23 �13.70 �19.51 24.4771.75 1.17 22.9671.42 �35.80 �13.12 717.40
14/02/2012 BE 11.2871.10 5.81 10.4171.29 �11.78 �10.45 22.4971.15 10.80 18.5871.69 �10.48 �27.89 710.63
15/02/2012 DE 7.9271.22 9.61 07.7571.98 �10.86 �11.21 23.3871.66 9.59 23.2371.16 �16.42 �20.27 79.63
16/02/2012 AE 9.3770.87 6.49 09.2871.41 �11.60 �15.23 24.4471.49 11.27 25.8571.63 �15.62 �34.75 79.63
18/02/2012 BE 8.8671.54 8.19 06.7771.84 �10.65 �14.47 23.9471.32 13.28 20.6671.22 �22.23 �31.69 74.97
19/02/2012 DE 11.0071.27 6.96 10.3971.18 �9.89 �10.79 21.4470.90 7.77 19.77þ1.39 �12.93 �25.11 712.81
20/02/2012 AE 11.7470.67 7.39 09.6772.25 �9.27 �9.56 22.9671.62 10.76 22.9872.05 �16.56 �19.62 75.15
06/03/2012 BE 13.9371.19 13.57 11.8571.16 �7.22 �15.40 26.0371.07 15.15 25.3771.30 �36.78 �33.32 77.91
07/03/2012 DE 10.3470.88 9.81 08.8273.27 �15.40 �9.27 25.2970.91 11.28 24.7272.36 �34.86 �8.34 725.41
08/03/2012 AE 12.7671.37 12.56 10.3372.34 �17.35 �13.08 27.0770.79 12.95 24.1171.39 �29.57 �5.97 717.95
14/03/2012 BE 12.1470.64 13.66 09.7772.18 �6.05 �12.89 24.2171.41 13.27 18.1771.42 �24.69 �17.93 73.31
15/03/2012 DE 12.2170.78 14.99 08.7872.79 �13.39 �14.64 23.1071.64 12.42 21.1670.91 �23.95 �30.37 720.75
16/03/2012 AE 11.8670.66 16.87 11.9171.12 �17.11 �11.99 20.7470.69 12.50 19.5071.12 �10.38 �9.53 76.73
27/03/2012 BE 11.4370.93 10.74 09.8772.18 �5.73 �7.63 24.2371.98 13.91 25.1471.92 �37.29 �22.91 717.50
28/03/2012 DE 10.2071.01 10.59 09.47þ1.48 �4.87 �10.35 21.5371.15 10.62 18.2472.19 �35.09 �20.66 712.09
29/03/2012 AE 14.1370.81 11.02 13.5071.14 �4.56 �8.43 20.7071.45 8.45 15.2772.64 �26.79 �18.03 73.74
04/04/2012 BE 13.5570.78 12.50 11.5571.15 �7.57 �10.72 18.9871.90 11.45 21.3271.42 �33.32 �12.47 76.73
05/04/2012 DE 12.2470.71 11.71 11.2372.67 �3.99 �10.15 22.1970.97 11.71 23.9272.28 �20.71 �37.94 713.82
06/04/2012 AE 14.4170.68 12.61 12.8671.96 �7.74 �13.90 22.8672.77 13.16 19.8472.22 �27.65 �11.85 74.90
21/04/2012 BE 17.0670.82 15.62 14.4372.75 �1.97 �5.67 22.4171.71 12.87 22.9871.95 �15.53 �24.97 75.64
23/04/2012 DE 0 0 0 0 0 21.8873.33 11.24 21.5571.14 �25.67 �33.43 732.23
24/04/2012 AE 0 14.82 13.8472.02 0 �7.60 20.3274.92 13.02 21.0971.41 �30.28 �30.19 721.65
10/06/2012 BE 28.1770.10 23.66 26.6472.21 0.61 4.32 21.3671.72 11.39 22.7371.84 �16.28 �11.03 73.88
11/06/2012 DE 26.0571.25 23.37 24.2273.25 �5.44 7.08 25.0971.61 13.96 24.1971.40 �4.02 �10.72 714.58
12/06/2012 AE 25.9571.00 23.50 24.0172.30 �0.22 10.05 23.2771.60 13.52 23.4771.65 �9.63 �13.39 712.47
15/06/2012 BE 26.4271.33 23.60 23.7272.51 0.67 9.05 24.6971.23 11.68 23.7171.44 �5.97 �9.08 74.80
16/06/2012 DE 26.0071.97 24.76 25.9973.05 8.47 3.93 22.9071.87 14.25 20.3471.33 �18.78 �15.57 720.24
17/06/2012 AE 27.6670.69 25.36 26.6472.06 7.54 15.18 17.4872.11 12.73 22.3670.97 �18.99 �12.74 746.75
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See Table B1.
Table B1
2-day mean variations of MDP, MBSR, MASS, SRT and SST signals before, during and after each event for (a) GQD-A118 and (b) DHO-A118 propagation path.

Date/Day SIG GQD-A118 DHO-A118

MBSR MDP MASS SRT SST MBSR MDP MASS SRT SST

02-03/02/2011 BE 9.87 5.79 8.15 �3.21 �4.09 19.72 4.61 20.04 �31.6 �12.85
05-06/02/2011 DE 12.10 3.45 11.31 �5.28 �2.82 22.81 3.12 22.07 �36.22 �28.13
08-09/02/2011 AE 10.87 5.17 8.74 �3.94 �8.50 21.90 7.30 21.35 �21.46 �37.49
27-28/02/2011 BE 14.44 7.9 14.11 �3.18 �2.26 23.35 4.16 22.29 �25.85 �10.94
01-02/03/2011 DE 13.55 6.73 11.84 �4.34 �1.73 22.99 3.07 19.47 �20.35 �20.68
04-05/03/2011 AE 12.37 8.8 12.20 �3.55 �2.20 23.10 4.49 19.91 �33.52 �25.43
01-02/04/2011 BE 15.73 15.44 14.78 �4.86 2.66 21.59 11.66 20.78 �33.89 �30.81
06-07/04/2011 DE 15.60 13.70 16.01 �6.84 �15.76 21.06 9.93 20.71 �31.67 �12.01
08-09/04/2011 AE 16.61 14.05 15.11 �1.75 �12.13 22.24 9.17 20.00 �36.54 �31.99
10-11/04/2011 BE 17.88 15.37 17.78 �4.05 �13.14 18.63 8.17 20.63 �35.27 �36.30
12-13/04/2011 DE 19.84 14.28 21.38 �4.79 �12.86 22.69 7.81 21.38 �33.26 �32.36
16-17/04/2011 AE 18.10 13.87 15.29 �10.18 �13.57 21.32 7.78 21.88 �30.58 �36.38
24-25/09/2011 BE 25.68 23.20 25.18 0.36 �0.84 23.30 14.56 23.96 �19.91 �30.38
25-27/09/2011 DE 24.22 22.38 25.25 �2.01 �4.68 17.60 7.23 16.79 �28.63 �30.81
28-29/09/2011 AE 26.94 22.10 25.62 �0.29 �5.09 24.20 14.05 23.43 �15.82 �32.44
23-24/10/2011 BE 22.99 15.94 22.25 �4.83 �4.58 25.86 10.34 25.16 �29.73 �33.97
25-26/10/2011 DE 18.42 0 0 0 0 24.13 1.56 23.17 �26.75 �18.29
27-28/10/2011 AE 22.08 18.40 20.61 �4.9 �10.84 20.23 9.59 21.48 �27.44 �30.17
20-21/01/2012 BE 14.15 3.25 13.96 �9.68 �15.72 23.45 2.96 23.17 0 �38.08
22-23/01/2012 DE 14.99 5.64 15.21 �13.59 �15.54 25.29 4.08 23.12 �26.08 �24.05
30-31/01/2012 AE 9.02 6.97 8.27 �16.95 �19.87 20.76 2.42 23.56 �16.19 �13.58
10-11/02/2012 BE 8.29 5.44 8.46 �13.18 �13.85 24.65 8.72 25.95 �12.98 �28.28
15-16/02/2012 DE 8.65 8.05 8.52 �11.23 �13.33 23.91 10.43 24.54 �16.02 �27.51
17-18/02/2012 AE 10.13 7.98 7.96 �12.71 �12.56 25.13 12.59 20.67 �24.17 �34.82
17-18/02/2012 BE 10.13 7.98 7.96 �12.71 �12.56 25.13 12.59 20.67 �24.17 �34.82
19-20/02/2012 DE 11.39 7.18 10.03 �9.58 �10.18 22.20 9.27 22.07 �14.75 �22.37
21-22/02/2012 AE 11.88 5.75 11.12 �11.11 �9.78 25.58 11.06 23.06 �15.2 �37.88
05-06/03/2012 BE 14.37 12.85 12.28 �9.92 �12.34 24.93 13.13 24.31 �33.13 �32.36
07-08/03/2012 DE 13.31 11.19 9.58 �16.38 �11.18 26.18 12.12 24.42 �32.22 �7.16
13-14/03/2012 AE 11.16 12.83 9.44 �4.92 �12.75 22.21 13.29 20.76 �25.26 �26.34
13-14/03/2012 BE 11.16 12.83 9.44 �4.92 �12.75 22.21 13.29 20.76 �25.26 �26.34
15-16/03/2012 DE 12.04 15.93 15.93 �15.25 �13.32 21.92 12.46 20.33 �17.17 �19.95
21-22/03/2012 AE 10.30 10.29 9.18 �11.21 �13.78 21.58 9.92 23.61 0 �31.63
25-26/03/2012 BE 13.17 11.78 11.11 �11.14 �13.35 22.50 10.46 22.83 �34.53 �19.16
28-29/03/2012 DE 10.20 10.59 10.95 �4.87 �10.35 21.53 10.62 18.24 �35.09 �20.66
30-31/03/2012 AE 13.39 11.67 12.25 �6.29 �15.75 21.67 11.69 19.19 �38.21 �12.74
01-02/04/2012 BE 13.37 13.09 12.50 �3.00 �13.27 24.50 14.13 23.51 �26.78 �21.33
05-06/04/2012 DE 13.00 12.16 12.05 �5.64 �12.03 22.53 12.69 21.88 �24.18 �24.90
07-08/04/2012 AE 15.08 12.47 11.33 �6.00 �9.08 24.42 13.52 22.00 �30.33 �25.14
19-20/04/2012 BE 16.35 15.67 14.12 �2.16 �5.79 21.82 13.24 21.94 �17.44 �26.39
23-24/04/2012 DE 0 0 0 0 0 21.10 12.13 21.32 �27.98 �31.81
27-28/04/2012 AE 17.32 15.70 16.01 2.46 3.44 20.59 12.67 21.72 �19.30 �32.01
06-07/06/2012 BE 27.82 24.42 26.12 5.8 10.28 21.47 11.56 22.69 �12.35 �12.03
11-12/06/2012 DE 26.21 23.44 24.12 �2.83 8.57 24.18 13.74 23.83 �6.83 �12.06
13-14/06/2012 AE 25.98 25.06 25.85 �0.76 5.45 24.98 15.95 24.21 �3.30 �10.84
14-15/06/2012 BE 26.02 23.60 25.06 0.10 8.71 24.89 11.83 25.29 �3.88 �10.02
16-17/06/2012 DE 26.83 25.06 26.32 8.01 8.56 20.19 13.49 21.54 �18.89 �14.16
21-22/06/2012 AE 23.87 26.00 21.10 2.52 10.28 16.83 12.53 23.06 �21.94 �27.82
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Abstract. We perform a diagnostic study of geomagnetic disturbances or storm induced ionospheric changes in mid-latitude

D region using propagation characteristics of VLF radio signal (3-30 kHz). We analysed the trend in variations of condensed

amplitude metrics of VLF diurnal signal during 20 storm conditions (including pre-storm and post-storm day conditions) to

understand signal propagation characteristics that are attributable to geomagnetic storms induced variations in the D-region.

We found that the midday signal amplitude peak (MDP) exhibited characteristic dipping in about 68% of the combined cases in5

response to the storms. We also observed few cases of propagation path-mismatched increase of MDP, as well as propagation

path-matched increase of the signal during some events. Whereas the mismatched increase of the signal could be related to

the characteristics of each propagation path and X-ray flux induced spikes in signal amplitude, the matched increase appears

to be influenced by M-class flares concurrent with the storm events, and delayed response of the local ionosphere. The mean

signal amplitude before sunrise (MBSR) and mean signal amplitude after sunset (MASS) also showed significant dipping due10

to geomagnetic storms (66% and 64%, respectively), but appear to be influenced by the event occurrence time and intensity,

and the highly variable conditions of dusk-to-dawn D-region ionosphere. Conversely, the sunrise terminator (SRT) and sunset

terminator (SST) amplitude showed respective dipping of 46.5% and 32.5% of the combined cases, favouring storm-induced

rise of the signals instead (from statistical view point).

1 Introduction15

Geomagnetic storms are the leading driver of large-scale coupled magnetosphere-ionosphere dynamics in the geospace en-

vironment. The magnetosphere is formed by the interaction of solar wind streams with the Earth’s magnetic field. The size,

shape and behaviour of the magnetosphere are controlled by the varying properties of the solar wind plasma and the attached

magnetic fields (McPherron et al., 2008). The ionosphere is the ionised component of the Earth’s atmosphere, consisting of

distinct regions - D (50 km to 90 km), E (90 km to 120 km), and the F (from 120 km up to 500 km), which often split into F120

and F2 layers. It is principally created via ionisation by solar ultraviolet (UV) radiation and X-ray wavelength (Mitra, 1974)

and isotropic cosmic rays. Although separated by thousands of kilometers, solar and geomagnetic footprints in the magne-

tosphere are conveyed to the ionosphere via the linkage of the Earth’s magnetic field, thereby making the regions physically
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connected into a single global system (Nwankwo et al., 2016). Geomagnetic storms are mainly products of strong variations

in solar wind conditions via energy transfer, especially during coronal mass ejections (CMEs) and intervals of sustained high

speed solar wind streams. Conditions of sustained periods of high speed solar wind, and a southward directed solar wind

magnetic field at the dayside of the magnetosphere largely favours the initiation of geomagnetic storms (Lastovicka, 1989;

Baker, 2000; Borovsky and Denton, 2006; Kozyra et al., 2006; McPherron et al., 2008; Tsurutani et al., 1995, 2006, 2011).5

The impact of Earth-directed CME with its embedded magnetic field (reaching Earth within several hours to 1-3 days) on the

magnetosphere has direct consequence of producing geomagnetic storms and associated phenomena. Similarly, the emergence

of high-speed solar wind streams (HSS) from the sun’s corona, interacts with preceding low-speed solar winds, creating a

corotating interactive region (CIR); an interface that can interacts with the Earth’s magnetosphere, potentially initiating geo-

magnetic disturbances and/or storm condition (Gosling and Pizzo, 1999; Borovsky and Denton, 2006; Tsurutani et al., 2006,10

2011; Burns et al., 2012; Kutiev et al., 2013; Verkhoglyadova et al., 2013; Nwankwo et al., 2015). CME-induced geomagnetic

storms are often large, more geo-effective and frequent during solar maxima, while HSS/CIR-induced storms are usually less

intense and dominates the solar minima. However, more energy is transferred (or, deposited) into the magnetosphere during

HSS/CIR induced storms over a characteristic longer duration (a week or more) in comparison to CME-induced storm scenario

(lasting about 1 day) (Tsurutani et al., 2011; Verkhoglyadova et al., 2013).15

In the ionosphere, effects of geomagnetic storms manifest mainly through joule heating, and precipitation of energetic

particles (especially below the dynamo region, 9̃5-100 km), which lose their energy by impact and X-ray production by

bremsstrahlung (Lastovika, 1996) causing significant enhancement of electron density (Chenette et al., 1993; Stoker 1993;

Lastovika, 1996). It can also be through modulation of galactic cosmic ray flux, global electric circuit, atmospheric electricity20

(Danilov and Lastovika, 2001), whose coupling effects modify atmospheric density distribution, ionisation rates, and conduc-

tivity gradient and reference height of the D-region (Wait, 1959; Wait and Spies, 1964; Mitra, 1974; Buonsanto, 1999; Burke,

2000; Simoes et al., 2012; Nwankwo et al., 2016). The ionosphere also responds to prompt changes from other solar energetic

events such as solar flares associated bursts in EUV, X-ray and relativistic particles (Mitra, 1974; Bounsanto, 1999; Alfonsi et

al., 2008). Solar flare/X-ray flux-induced ionospheric disturbances in the D-region are normally detected as a sudden change25

(usually an increase) in the amplitude and enhancement in phase of very low frequency (VLF) radio signal. We presented a

description of VLF signal detection mechanism of sudden ionospheric disturbances in D region in Nwankwo et al. (2016),

which also serve as a background to this work.

VLF signals can be significantly affected by geomagnetic disturbances and/or storms induced ionosphere perturbations30

(Kikuchi and Evans, 1983). While the daytime VLF signal amplitude and phase are well correlated with X-ray flux induced

sudden ionospheric disturbances (e.g., during solar flares and gamma ray bursts, see, Figs. 2c-d) and well studied, geomagnetic

storm-induced disturbances are usually not immediately detectable on the signal’s signature. The response of VLF signal to

geomagnetically induced ionospheric disturbances, however, depends on the propagation characteristics of signal propagation

path, and the signal mode interference significantly depends on ionospheric conditions at the time, propagation paths and ener-35
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getic electron precipitation level on the ionosphere due to the magnetic storm, which also depends on geomagnetic latitude (e.g.

Tatsuta et al., 2015). Kikuchi and Evans (1983) reported the occurrence of VLF phase anomaly associated with sub-storm of

13 November 1979 in trans-auroral propagation path. Peter et al. (2006) reported the depression of VLF signal amplitude of up

to 5 dB in magnitude in mid-latitude during storms of 7 April 2000 and 31 October 2003, and later observed in lower latitudes.

Kumar and Kumar (2014) later reported a depression in VLF signal strength in low latitude during severe storm condition5

of 15 December 2006. Nwankwo et al. (2016) also reported dipping of VLF mid-day signal amplitude (MDP), mean signal

amplitude before sunrise (MBSR) and mean signal amplitude before sunset (MASS) in majority of 16 storm cases studied in

mid-latitude during February 2011 to June 2012.

Whereas there are similarities in the work of the above mentioned authors, Nwankwo et al. (2016) have, in addition, included10

several cases of storms with the goal of bringing in and investigating the statistical significance of the observations, especially

in mid-latitude ionosphere. This goal-oriented analysis led to an insightful finding that opened a new front for further investi-

gation. While majority of the MDP signal (in all the propagation paths (PP) used) showed a noteworthy evidence of dipping

following a storm condition, a few PP-mismatched incidences of MDP signal rise (or, increase) on some events day were also

observed. A notable PP-matched increase of the diurnal signal level (instead of a dip) in the propagation paths was observed as15

well. In principle, the signal level or strength of VLF radio wave can also increase following a geomagnetic storm, depending

on a storm’s characteristics, associated phenomena or signal’s propagation path. We made an attempt to further investigate

such scenario in the present work. Building on the analysis in Nwankwo et al. (2016), we perform a more detailed analysis

to substantiate the findings of the previous work (e.g., duration of mean signal amplitude calculation for intervals of 2 to 4

hours before sunrise and after sunset (MBSR and MASS) was increased by 30 minutes, and the mid-day signal amplitude peak20

values (MDP) were restricted to period around 12.00 noon to 12.30 pm). We also investigate observed cases of increase of

VLF amplitude (against dipping scenario) following geomagnetic storm conditions. The study of trends in variation of VLF

diurnal signal is proving to be useful to understand space weather effects in the lower ionosphere (e.g. Araki, 1974; Kikuchi

and Evans, 1983; Kleimenov et al., 2004; Peter et al., 2006; Clilverd et al., 2010; Kumar and Kumar, 2014; Tatsuta et al., 2015,

Nwankwo et al., 2016), as well as ionospheric changes from other atmospheric and lithospheric sources.25

2 Data and Method

Diurnal VLF amplitude data for two propagation paths (DHO-A118 and GQD-A118) received at A118 SID monitoring station

in Southern France, were analysed. The transmitters (GQD (22.1 kHz GQD, lat N54.73◦ long W002.88◦) and DHO (23.4 kHz,

lat N53.08◦ long W007.61◦)) and the receiver (A118) are shown in Figure 1. Other data include GOES solar X-ray flux, solar

wind speed (Vsw) and particle density (PD) (ftp://sohoftp.nascom.nasa.gov/sdb/goes/ace/), global geomagnetic Ap (NOAA)30

and disturbance storm time (Dst) index (from World Data Centre for Geomagnetism (WDCG)). These data have been de-

scribed in detail in Nwankwo et al. (2016) and references therein.
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Figure 1. VLF signal propagation paths (DHO-A118 and GQD-A118) used in the study

Analysis was first conducted over two 15-day periods that include geomagnetic storms of varying disturbance index viz

16th-31st September and 22 October-5 November 2011. We analysed 2- to 4-hour mean VLF signal amplitude before ‘local’

sunrise and after sunset (hereafter respectively denoted as MBSR and MASS), and mid-day signal amplitude peak (MDP). We

also identified typical values of the signal at sunrise and sunset, also recognised as sunrise and sunset terminators (hereafter,

denoted as SRT and SST). The diurnal VLF radio signal for different propagation paths (indicating portion of the condensed5

metrics - MBSR, MDP, MASS, SRT and SST) are shown in Fig. 2 (a-f) - fig 2(a and c) for DHO-A118 propagation path,

fig 2(b and d) for GQD-A118 propagation path and fig 2(e and f) are shown for purpose of illustration and/or description

that is to follow hereafter. The signals were analysed in conjunction with geomagnetic indices, to describe storm-induced

magnetosphere-ionosphere coupling dynamics in mid-latitude D region ionosphere. We thus study the trend in variations of

these key metrics under varying geomagnetic storm conditions via the the signals’ (VLF) propagation characteristics to under-10

stand behaviour or propagation characteristic attributable to geomagnetic storms induced variations in the D-region ionosphere

(besides detectable response of the signal’s amplitude and phase to solar flare/X-ray flux).

2.1 Results and Discussion

Figure 3 shows diurnal VLF amplitude for (a) DHO-A118 and (b) GQD-A118 propagation paths, daily variation in (c) X-ray15

flux output (d) solar wind speed (Vsw) (e) solar particle density (PD) (f) Disturbance storm time (Dst) (g) planetary geomag-

netic Ap and (h) Auroral Electrojet (AE) indices during 16-30 September 2011. Four storm conditions were recorded during

the period - moderate storm on 17th (Dst=-60) and consecutive storms on 26th (Dst=-101), 27th (Dst=-88) and 28th (Dst=-

62), presumably driven by the significant increase in Vsw and PD on 17th and 26th (Fig. 3a-f). However, the main reference

storms are those of 17th and 26th. The variation of the AE (especially between 26th and 29th) appear to be consistent with20
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Figure 2. Diurnal VLF signal amplitude signatures showing analysed signal metrics. Fig (a) and (c) for DHO-A118 propagation path, fig (b)

and (d) for GQD-A118 propagation path and fig (e) and (f) for illustration of pseudo-terminator.

high-intensity, long-duration continuous AE activity events (HILDCAAs). Hence, ‘fresh energy was being injected’ in the

magnetosphere in the process (Tsurutani et al., 2011). We observed a notable drop in DHO-A118 VLF signal level on 26th

around midday following the relatively intense storm condition with Dst up to -101 (Fig. 3a). This scenario (signal strength

decrease) have been associated with storm-induced variations in energetic electron precipitation flux (e.g., Kikuchi and Evans,

1983; Peter et al., 2006). During a geomagnetic storm, the current system in the ionosphere, and the energetic particles that5

precipitate into the ionosphere deposit energy in the form of heat that can influence the density and distribution of density in

the atmosphere (NOAA4). Some reasonable metrics (e.g., MBSR, MDP, MASS, SST and SRT) of the VLF signal amplitude

makes it easier to quantify the influence of the storms on the D-region by observing their trends of variation. We therefore

investigate variations in the signals trend for possible distinction of storm induced signatures in the ionosphere.

10

Figure 4 shows daily fluctuation of Dst and AE, and variations in the VLF midday signal amplitude peak (MDP), 4-hour

mean signal amplitude before local sunrise (MBSR), 4-hour mean signal amplitude after sunset (MASS), sunrise terminator

(SRT) and sunset terminator (SST) for (a) DHO-A118 and (b) GQD-A118 propagation paths during 16-30 September 2011.

Values of the parameters over the period is presented in Appendix 1. In GQD-A118 propagation path (Fig. 4a), we observed a

dipping of the MDP on 17th (extending to 20th), as well as dipping of the MASS on 17th, but an increase of the MBSR, SRT15

and SST. Following the recurrent storms of 26th-28th, we observed dipping of the MDP on 26th (extending to 29th). The slight

increase of the signal (MDP) on 28th appear to be due to the significant flare activity (3 C-class and 1 M-class), suggesting the

5
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during 16-30 September 2011

increase of both instantaneous and background X-ray flux output that usually results to spike in signal amplitude. High flare

activity often overshadows the signal’s response to geomagnetic storms when significant flare and storm events are concurrent

(Nwankwo et al., 2016). There is also a significant dipping of all signal metrics (MDP, MBSR, MASS, SRT and SST) on

27th. We note dipping of the MBSR on the days following the main (reference) storms on 18th and 27th. Since the events

occurred after dawn (around midday), the post-storm ionospheric effects are expected well into the day following the storm.5

The trend (post-storm day signal dip), therefore, suggest that the signals dipped in response to post-storm ionospheric effects

on the days following the events. However, such response also depend on the characteristics of the signals propagation path. In

DHO-A118 propagation path, dipping of the MDP, MBSR, SRT and SST have been observed on the 17th, and those of MDP,

MASS and SST on 26th. The MASS and SRT maintained the pre-storm day values of 16th and 25th, respectively. Whereas the

MBSR increased slightly on 26th (main storm day), there is a significant dipping of the signal following recurrent storm of 27th.10

Figure 5 shows diurnal VLF amplitude for (a) DHO-A118 and (b) GQD-A118 propagation paths, daily variation in (c) X-ray

flux output (d) Vsw (e) PD (f) Dst (g) Ap and (h) AE indices during 22 October - 5 November 2011. This period is associated

6
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(SST) for (a) DHO-A118 and (b) GQD-A118 propagation paths during 16-30 September 2011.

with three storms - a severe storm with main phase on 25th October (Dst=-132) and consecutive storms on 1st (Dst=-71) and

2nd November (Dst=-57), presumably induced by the highly variable Vsw and PD (Fig. 5d-e). It has been shown that the

capability of a given value of the solar wind electric field (SWEF) to create a Dst disturbance or geo-efficiency is enhanced by

high solar wind density (Weigel, 2010; Tsurutani et al., 2011). Variation of the AE between 30th Oct. and 3rd Nov. also appear

to be consistent with HILDCAAs (Fig. 5h). The DHO-A118 VLF signal level on 25th around midday also showed a visible5

reduction following the intense storm condition with Dst up to -132 (Fig. 5a). VLF signal data for GQD-A118 propagation

path are not available during 12:00 noon, 25th - 06:00 pm, 26th October (Fig. 5b).

Figure 6 shows daily deviations of Dst and AE, and variations in the MDP, MBSR, MASS, SRT and SST for (a) DHO-

A118 and (b) GQD-A118 propagation paths during 22 October - 5 November 2011. Values of the parameters over the period10

are presented in Appendix 2. Although data for GQD-A118 propagation path during 25th and 26th is inadequate for the present

analysis, we did observe a dipping of the MBSR on the main storm day, 25th Oct. Dipping of the MDP, MASS and SST have

been observed on 1st Nov., and those of MBSR, MASS, and SRT on 2nd Nov., following the consecutive storms. In DHO-

A118 propagation path, we observed dipping of the MDP, MBSR, MASS, and SRT on 25th Oct., dipping of the MDP, MBSR,

MASS, and SST on 1st Nov., and dipping of the MBSR and SRT on 2nd Nov. Similar to the first case (Figs. 4 and 5), we15

note the high flare events on 2nd Nov (up to 7 C-class and 1 M-class), that may have caused a spike in the MDP on the day in

both GQD-A118 and DHO-A118 propagation paths. Although dipping of the MDP signal (following storm events) has shown

a considerable consistency across the cases presented so far, the MBSR and MASS (in particular) appear to be influenced by

storms occurrence time; pre-sunrise event appears to have more influence on the MBSR (dawn signal), while pre-sunset event

7
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Figure 5. (a) Diurnal VLF amplitude for DHO-A118 and (b) GQD-A118 propagation paths (c) daily variation in X-ray flux output (d) solar

wind speed (Vsw) (e) solar particle density (PD) (f) Disturbance storm time (Dst) (g) planetary Ap and (h) Auroral Electrojet (AE) indices

during 22 October to 5 November 2011

appears to have more influence on the MASS (dusk signal). Also, the high variability or fluctuation of dusk-to-dawn iono-

sphere (and signal) does influence variations in MBSR and MASS, and hence their analysis (Nwankwo et al., 2016). However,

presenting a consistency across a substantial number of cases is vital to better conclusion of this work. Against this backdrop,

we statistically analyse up to 15 more storm cases between September 2011 and October 2012 in order to check the statistical

significance of the observations. The 15 storm cases are presented in Table 1, which excluded some cases that were previously5

analysed in Nwankwo et al. (2016), but also included new cases.

In Figure 7, we show Dst deviation or fluctuation and trend in variation of the MDP, MBSR, MASS, SRT and SST signals

during successive one-day before and after each of the 15 selected storm cases for (a) GQD-A118 and (b) DHO-A118 propa-

gation paths. Values of the signal metrics are provided in Appendix 3. We recognised 3 consecutive days as day before an even10

(BE), during event (DE) and after event (AE). A ‘0’ indicate absence of data. In GQD-A118 propagation path, about 8 of 12

MDP, 10 of 13 MBSR, 7 of 12 MASS, 3 of 12 SRT and 5 of 12 SST showed dipping of the signals, and 12 of 15 MDP, 9 of 15

MBSR, 10 of 15 MASS, 5 of 15 SRT and 7 of 15 SST showed dipping of the signals in DHO-A118 propagation path. These
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Figure 6. Daily deviations of Dst and AE, variations in the peak value of midday signal amplitude (MDP), 4-hour mean signal amplitude

before local sunrise (MBSR), 4-hour mean signal amplitude after sunset (MASS), variation in sunrise terminator (SRT) and sunset terminator

(SST) for (a) DHO-A118 and (b) GQD-A118 propagation paths during 22 October - 5 November 2011.

Table 1. Summary of analysed 15 geomagnetic storm events

No. Date Max Dst (nT) σDst Flare count(C M X)

1 26092011 -101 ±50.73 9 2 0

2 25102011 -132 ±30.76 1 0 0

3 22012012 -67 ±37.00 4 0 0

4 15022012 -58 ±9.63 0 0 0

5 19022012 -54 ±12.8 1 0 0

6 07032012 -74 ±25.41 1 0 0

7 15032012 -74 ±20.75 1 0 0

8 28032012 -55 ±12.09 1 0 0

9 05042012 -54 ±13.82 3 0 0

10 23042012 -95 ±32.23 3 0 0

11 12062012 -51 ±12.47 13 0 0

12 16062012 95 ±20.24 4 0 0

13 15072012 -126 ±47.88 8 0 0

14 02092012 -54 ±13.86 5 0 0

15 09102012 -105 ±25.64 10 1 0

values respectively corresponds to 73.5%, 68.5%, 62.5%, 29.0% and 44.5% of the combined cases. The signal levels, along

with the percentage dip of the signals are presented in Table 2. The MDP signals (in both the propagation paths) have generally

shown remarkable evidence of dipping following geomagnetic storm conditions. However, we did also observe few scenarios

9



-80
-40

0
40
80

D
st

(n
T

)

0
10
20
30

M
D

P
(d

B
)

Before E

0
10
20
30

M
B

S
R

During E

0
10
20
30

M
A

S
S

After E

-20
-10

0
10
20

S
R

T

0 2 4 6 8 10 12 14 16 18 20 22 24 26 28 30 32 34 36 38 40 42 44 46
Number of events

-20
-10

0
10
20

S
S

T
(d

B
)

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

GQD-A118
-80
-40

0
40
80

D
st

(n
T

)

0
5

10
15
20

M
D

P
(d

B
)

Before E

10
15
20
25
30

M
B

S
R

During E

10
15
20
25
30

M
A

S
S

After E

-40
-30
-20
-10

0

S
R

T

0 2 4 6 8 10 12 14 16 18 20 22 24 26 28 30 32 34 36 38 40 42 44 46
Number of events

-40
-30
-20
-10

0

S
S

T
(d

B
)

DHO-A18

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

Figure 7. Dst deviation (fluctuation), and variations in MDP, MBSR, MASS, SRT and SST signals 1-day before, during and after each of the

15 events for (a) DHO-A118 and (b) GQD-A118 propagation paths.

of propagation path-mismatched increase (of MDP) on some events day (e.g., events 4 and 7 in GQD-A118 and 9 in DHO-

A118), as well as propagation path-matched increase of the signal in both propagation paths (e.g., events 3 and 12). Whereas

the probable reason for the former scenario is suggestive of the distinct propagation characteristics of each propagation path

and X-ray flux induced spike in amplitude, further investigation of the latter scenario may be elucidating. To further check this

scenario, we study and show variations in X-ray flux output and geomagnetic indices on the particular day of the events (3 and5

12) to better interpret the prevailing ionospheric conditions at the time.

Table 2. Summary of trend in dipping of the signals’ metrics during 15 geomagnetic storm case in (a) DHO-A118 and GQD-A118 propaga-

tion path

GQD-A118 propagation path DHO-A118 propagation path

Signal (dB) Available data No. of dips % dip Available data No. of dips % dip

MDP 12 8 67 15 12 80

MBSR 13 10 77 15 9 60

MASS 12 7 58 15 10 67

SRT 12 3 25 15 5 33

SST 12 5 42 15 7 47

In Figure 8, we show the diurnal VLF amplitude for (a) DHO-A118 and (b) GQD-A118 propagation paths, daily variation

in (c) X-ray flux output (d) Vsw (e) PD and (f) Dst indices for a day before and after each of the 15 storms condition. A prop-

agation path-matched increase of the MDP signal in both propagation paths for events 3 and 12 have been observed (see, Fig.10
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(e) PD and (f) Dst indices for a day before and after each of the 15 storms

7a-b). Data showed (Fig. 8c, Fig. 8f) the occurrence of M-class flare in association with the storm on 22-23 January 2012 (event

3 on 21 January), both events almost having corresponding peaks. This scenario suggest an enhancement of the instantaneous

and background X-ray flux output (as stated earlier), that can cause increase (or, spike) in the signal level, and thus overshadow

geomagnetic effects on the signal. Whereas this explanation may be argued for events 1 (25-27 Sept. 2011) and 6 (6-8 Mar.

2012), it should be noted that such flare events started well before the storms, and continued until the storms time (in each5

case), suggesting an established increase in the overall background X-ray before the storms. Hence, a storm induced dipping

of the signal from the already established flux background is speculated on the storm days. However, further investigation is

encouraged, which is beyond the scope of this work. For event 12 (during 15-17 July 2012), we observed that the peak of the

storm (that commenced by midnight on 16th) was on 17th (recognised as AE). Therefore, any geomagnetic influence on the

signal (e.g., dipping) is expected on 17th (or, after) and not 16th, hence we observed a dipping of the AE signal (on 17th)10

instead in DHO-A118 propagation path.
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Figure 9. Dst deviation and 2-day mean variations of MDP, MBSR, MASS, SRT and SST signals before, during and after each event for (a)

GQD-A118 and (b) DHO-A118 propagation paths.

Figure 9 shows Dst deviation (fluctuation) and 2-day mean variations of MDP, MBSR, MASS, SRT and SST signals before,

during and after each event for (a) GQD-A118 and (b) DHO-A118 propagation paths. Values of the signal metrics are provided

in Appendix 4. This analysis is vital to the corroboration of the result presented in Figure 7, because its data selection criterion

deffer from those of Figure 7. Whereas BE, DE and AE represent data for three consecutive days with reference to the event’s

day (DE) in the former analysis (presented in Fig. 7), each acronym (BE, DE or AE) represent a 2-day mean (VLF) with5

respect to DE (but not necessarily in succession to DE). However, it should be noted that due to the data averaging (2-day), a

‘pronounced’ increase or dipping in the signals (comparable to those in the former analysis (fig 7)) are not expected. Another

important data selection criterion for this analysis is a relative geomagnetic quiet day BE and AE with respect to DE.

In GQD-A118 propagation path, 7 of 12 MDP, 7 of 13 MBSR, 7 of 12 MASS, 6 of 12 SRT and 3 of 12 SST showed dipping10

of the signals. In DHO-A118 propagation path, 10 of 15 MDP, 11 of 15 MBSR, 11 of 15 MASS, 6 of 14 SRT and 6 of 15 SST

showed dipping of the signals. These values correspond to respective 62.5%, 63.5%, 65.5%, 46.5% and 32.5% of the combined

cases. The signal levels, along with the percentage dip of the signals are presented in Table 3. In general, the trend of variation

of the signal metrics considerably reflected the prevailing space weather coupled effects in the lower ionosphere. The MDP

signal appears to be more responsive (about 68% for combined analysis shown in figs 7 and 9) to geomagnetic perturbations15

than other signal metrics. However, we anticipate an improvement with analysis of smaller range calculation of mean values

of MBSR and MASS due to high fluctuation of dusk-to-dawn D region ionosphere - this will be considered in future analysis.

Nwankwo et al. (2016) noted a drawback in SRT and SST analysis viz the existence of pseudo-SRT and SST exhibited by

diurnal VLF signal (see, Fig. 2e and Fig. 2f), due to secondary destructive interference pattern in signals. Authors concluded

in their study that the post-storm SRT and SST variations do not appear to have a well-defined trend (Nwankwo et al., 2016).20

12



Also, the occurrence of solar flares during sunrise/sunset can influences the SRT/SST. To improve on such demerit, we paid

attention to the ‘first’ SRT and SST values (in case of a pseudo-terminator) during analysis of the signal metrics. In the present

analysis, a rise (vertical shift) in SRT and SST amplitude under geomagnetic storm conditions have been favoured in both

propagation paths. We found a respective dipping of 46.5% and 32.5% in the combined cases, suggesting a rise in majority

of the cases. However, this need to be investigated further. It is important to note that out of the two propagation paths used5

in this study, the DHO-A118 signal appears to be more sensitive to geomagnetic storm-induced magnetosphere-ionospheric

dynamics. This study was not conducted with expectation (or, anticipation) of a ‘perfect’ consistency in signal trend and varia-

tions across all cases, because solar and other forcing mechanisms (of lithospheric and atmospheric sources), whose individual

effects are difficult to estimate, also causes significant fluctuations in radio signals and thus there could be non-linear effects

due to coupling of various processes (Nwankwo et al., 2016).10

Table 3. Summary of trend in 2-day mean signals dipping following 15 geomagnetic storm case in (a) DHO-A118 and GQD-A118 propaga-

tion path

GQD-A118 propagation path DHO-A118 propagation path

Signal (dB) Available data No. of dips % dip Available data No. of dips % dip

MDP 12 7 58 15 10 67

MBSR 13 7 54 15 11 73

MASS 12 7 58 15 11 73

SRT 12 6 50 14 6 43

SST 12 3 25 15 6 40

3 Conclusions

We performed a diagnostic study of geomagnetic disturbance and/or storm induced magnetosphere-ionosphere dynamics in

mid-latitude D-region using propagation characteristics of VLF radio signals (21.1 and 23.4 kHz). The trends in variation of

diurnal VLF signal metrics were analysed for up to 20 storm conditions between September 2011 and October 2012 in con-15

junction with geomagnetic indices, in order to understand deviations in the signal propagation characteristics, which could be

attributed to geomagnetic storms induced variations in the D-region ionosphere. 5 storm characteristics and their effects on the

signals were studied in detail, followed by statistical analysis of 15 other cases, which included pre-storm and post-storm day

conditions. We found that the midday signal amplitude peak (MDP) exhibited characteristic dipping scenario in about 68%

of the combined cases in response to the storms. The MDP signals that showed no dipping scenario include some cases of20

propagation paths-mismatched increase (of MDP) in 3 events, as well as propagation paths-matched increase of the signal in 2

events. Whereas the mismatched increase of the signal could be related to distinct characteristics of each propagation path and

X-ray flux-induced spike in amplitude, the matched increase appeared to be influenced by M-class flare concurrent with storm

13



event, and delayed responses of the local ionosphere to storm effects. The mean signal amplitude before sunrise (MBSR) and

mean signal amplitude after sunset (MASS) also showed significant dipping (about 66% and 64%, respectively) due to storms,

but appear to be influenced by the event(s) occurrence time and intensity, and the highly variable conditions of dusk-to-dawn

D-region ionosphere. Conversely, the sunrise terminator (SRT) and sunset terminator (SST) amplitude showed respective dip-

ping of 46.5% and 32.5% of the combined cases, favouring storm-induced rise of the signal instead.5

Our study demonstrates the applicability and efficiency of VLF radio waves (as a tool) in identification, separation and

interpretation of ionospheric dynamics from various forcing origin (e.g. due to geomagnetic storm). However, it is important

to note that obtaining a ‘perfect’ consistency in signal trend across all cases in a given analysis remains a challenge, because

solar and other forcing mechanisms (whose individual effects are difficult to estimate) also cause significant fluctuation in10

radio signal, since they are interconnected and possibly non-linearly coupled. It is therefore, recommended that the study

or investigation of ionospheric changes due to distinct phenomenon include identification and isolation of other contributing

sources around intervening period of analysis before definite conclusion.
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Figure Captions

Figure 1: VLF signal propagation paths (DHO-A118 and GQD-A118) used in the study

Figure 2: Diurnal VLF signal amplitude signatures showing analysed signal metrics. Fig (a) and (c) for GQD-A118 propaga-

tion path, fig (b) and (e) for DHO-A118 propagation path and fig (d) and (f) for NWC-ICSP propagation path.5

Figure 3: (a) Diurnal VLF amplitude for DHO-A118 and (b) GQD-A118 propagation paths (c) daily variation in X-ray flux

output (d) solar wind speed (Vsw) (e) solar particle density (PD) (f) Disturbance storm time (Dst) (g) planetary Ap and (h)

Auroral Electrojet (AE) indices during 16-30 September 2011

10

Figure 4: Daily deviations of Dst and AE, variations in the peak value of midday signal amplitude (MDP), 4-hour mean signal

amplitude before local sunrise (MBSR), 4-hour mean signal amplitude after sunset (MASS), variation in sunrise terminator

(SRT) and sunset terminator (SST) for (a) DHO-A118 and (b) GQD-A118 propagation paths during 16-30 September 2011.

Figure 5: (a) Diurnal VLF amplitude for DHO-A118 and (b) GQD-A118 propagation paths (c) daily variation in X-ray flux15

output (d) solar wind speed (Vsw) (e) solar particle density (PD) (f) Disturbance storm time (Dst) (g) planetary Ap and (h)

Auroral Electrojet (AE) indices during 22 October to 5 November 2011

Figure 6: Daily deviations of Dst and AE, variations in the peak value of midday signal amplitude (MDP), 4-hour mean signal

amplitude before local sunrise (MBSR), 4-hour mean signal amplitude after sunset (MASS), variation in sunrise terminator20

(SRT) and sunset terminator (SST) for (a) DHO-A118 and (b) GQD-A118 propagation paths during 22 October - 5 November

2011.

Figure 7: Dst deviation (fluctuation), and variations in MDP, MBSR, MASS, SRT and SST signals 1-day before, during and

after each of the 15 events for (a) DHO-A118 and (b) GQD-A118 propagation paths.25

Figure 8: Diurnal VLF amplitude for (a) DHO-A118 and (b) GQD-A118 propagation paths, daily variation in (c) X-ray flux

output (d) Vsw, (e) PD and (f) Dst indices for a day before and after each of the 15 storms

Figure 9: Dst deviation and 2-day mean variations of MDP, MBSR, MASS, SRT and SST signals before, during and after each30

event for (a) GQD-A118 and (b) DHO-A118 propagation paths.
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Abstract

The upper atmosphere changes significantly in temperature, density and composition as a result of solar cycle variations, which causes
severe storms and flares, and increases in the amount of absorbed solar radiation from solar energetic events. Satellite orbits are conse-
quently affected by this process, especially those in low Earth orbit (LEO). In this paper, we present a model of atmospheric drag effects
on the trajectory of two hypothetical LEO satellites of different ballistic coefficients, initially injected at h ¼ 450 km. We investigate long-
term trends of atmospheric drag on LEO satellites due to solar forcing induced atmospheric perturbations and heating at different phases
of the solar cycle, and during short intervals of strong geomagnetic disturbances or magnetic storms. We show dependence of orbital
decay on the severity of both solar cycle and phase and the extent of geomagnetic perturbations. The result of the model compares well
with observed decay profile of some existing LEO satellites and provide a justification of the theoretical considerations used here.
� 2015 COSPAR. Published by Elsevier Ltd. All rights reserved.

Keywords: Ballistic coefficient; LEO satellite trajectory; Plasma drag; Solar cycle variations; Solar energetic events
1. Introduction

Once launched, the optimum performance and survival
of a satellite depend on its ability to weather both gravita-
tional and non-gravitational perturbing forces including
atmospheric drag, especially for satellites at low Earth
orbit. Atmospheric drag on LEO satellites (corresponding
to altitudes of < 800 km) can cause untimely re-entry of
satellites, difficulty in identifying and tracking of satellites
and other space objects, manuvering and prediction of life-
time and actual re-entry (Klinkrad, 1996; Mark et al., 2005;
http://dx.doi.org/10.1016/j.asr.2015.03.044
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Doornbos and Klinkrad, 2006; Xu et al., 2011;
Walterscheid, 1989; Nwankwo and Chakrabarti, 2014,
2015). Accelerated orbit decay due to atmospheric drag
on low Earth orbiting satellites is mainly due to solar forc-
ing induced variations in thermospheric density profile.
There have been studies that investigated the response of
thermospheric density and/or satellites orbit to variations
in solar forcing due to solar activity using one or combina-
tion of several methods such as simulations, satellite drag
data, on-orbit mass spectrometers, accelerometers, sound-
ing rockets and ground-based incoherent scatter radars
(Klinkrad, 1996; Xu et al., 2011; Burns et al., 2012;
Leonard et al., 2012; Kutiev et al., 2013; Lei et al., 2013;
Chen et al., 2012; Kwak et al., 2011; Solomon et al.,
2012; Liu et al., 2012; Lei et al., 2008; Sutton et al., 2005;
Deng et al., 2012; Walterscheid, 1989; Weigel et al., 2004;
Weigel, 2010; Nwankwo and Chakrabarti, 2014, 2015). It
is known that density of the thermosphere and the vertical
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extent of the upper atmosphere varies on time scales of
solar flare event (few hours), geomagnetic storms (1–
3 days) and the solar cycle (� 11 years) (Alfonsi et al.,
2008; Bounsanto, 1999; Kutiev et al., 2013). There is a sig-
nificant heating and consequent expansion of the upper
atmosphere during solar and geomagnetic activities.
Studies have shown that solar EUV and thermospheric
temperature could increase by a factor of two (or more),
and thermospheric density by a factor of up to ten from
solar minimum to solar maximum (Emmert and Picone,
2010; Walterscheid, 1989). The contribution to upper
atmospheric heating by solar EUV radiation is larger than
that associated with geomagnetic current enhancement
during time interval of enhanced geomagnetic activity.
However, geomagnetic field induced Joule heating becomes
important during short-term strong geomagnetic perturba-
tions and can increase by up to 134% when the Kp index
increases from 1 to 6 or Ap index from 4 to 80 (Rhoden
et al., 2000; Kim et al., 2006; Chen et al., 2012; Kutiev
et al., 2013).

Solar energetic events that cause atmospheric heating
include solar wind streams, coronal mass ejections
(CMEs), solar flares and corotating interaction regions
(CIRs). When a solar wind high-speed stream (HSS) ema-
nates from the sun, it interacts with preceding low-speed
solar winds and form a corotating interactive region
(CIR). The interface between low and high speed solar
plasma (CIR) interacts with the Earth’s magnetosphere
and produces geomagnetic disturbances and storms
(Borovsky and Denton, 2006; Burns et al., 2012; Gosling
and Pizzo, 1999; Kutiev et al., 2013; Tsurutani et al.,
2006). There are many studies which investigated the effects
of CIRs or solar wind conditions on the thermosphere and
satellite orbits (Burns et al., 2012; Solomon et al., 2012; Liu
et al., 2012; Lei et al., 2008; Borovsky and Denton, 2006).
CIRs and HSSs are known to be the dominant drivers of
storm induced atmospheric perturbations during the
declining phase of the solar cycle and are, therefore impor-
tant to thermospheric density and satellite orbital varia-
tions during this phase of the cycle (Burns et al., 2012;
Chen et al., 2012; Nwankwo and Chakrabarti, 2014).
CMEs and solar flares are sporadic events and are known
to vary with phase of a solar 11-year cycle. They are more
frequent and intense during a solar maximum (Richardson
et al., 2001; Gopalswamy, 2009). Thermal tides propagat-
ing upwards from the lower atmosphere can also influence
atmospheric density and satellite orbits (Forbes et al., 2009;
Hagan and Forbes, 2002; Zhang et al., 2010; Oberheide
et al., 2009; Leonard et al., 2012; Nwankwo and
Chakrabarti, 2014). Thermospheric density also exhibits
annual, semiannual and diurnal oscillations (Emmert and
Picone, 2010; Doornbos, 2012).

Some insightful investigations on space weather effects
on thermosphere density and satellite orbit includes that
of Walterscheid (1989), Chen et al. (2012), Leonard et al.
(2012), Lei et al. (2013) and others. Walterscheid (1989)
studied effects of the solar cycle on upper atmosphere
and their implications on satellite drag and pointed out
that a typical satellite initially at a height of 500 km could
have a lifetime of about 30 years under typical solar cycle
minimum conditions and only about 3 years under the
solar maximum conditions (Nwankwo and Chakrabart,
2014). Chen et al. (2012) investigated and compared effects
of CIR- and CME-induced geomagnetic activity on ther-
mospheric densities and spacecraft orbits, and found that
CME-induced storms (although of shorter duration) causes
larger thermosphere density disturbances and a resultant
larger orbital decay rates during its main phase than CIR
storms, but the mean thermospheric density and satellite
orbit decay during CIR storms could be much larger than
those during the CME-induced storms in each case because
of longer duration of CIR phase. Lei et al. (2013) also stud-
ied the impact of solar forcing on thermospheric densities
and spacecraft orbits from CHAMP and GRACE satel-
lite’s data during the events (CMEs and CIR) of
September 14–28 and November 19–22, 2003, and showed
that variations of the satellite’s semi-major axis was 243 m
for CIR-induced perturbations during September 15–27,
2003 and about 130 m for CME-induced storm event dur-
ing November 19–22, 2003. These studies only used the
data (on-orbit mass spectrometers and accelerometers) on
existing satellites (e.g. CHAMP and GRACE). In this
study, we incorporate the NRLMSISE-00 empirical atmo-
spheric model into our drag model to investigate short- and
long-term trends of atmospheric drag effects on LEO satellite
orbits due to atmospheric density perturbations and heating
by solar energetic events at different phases of the solar cycle.
This study is important for understanding how satellite orbits
are affected during short- and long-term variations in solar
and geomagnetic activity using a realistic atmospheric density
and drag model. We are aware of the difficulties associated
with exact determination of atmospheric density and orbital
predictions at very low Earth orbits. Therefore, we ignore
impacts of tidal effects at this stage.

2. Upper atmospheric density profile

An accurate prediction of a satellite’s lifetime, re-entry
or drag depends on good knowledge of atmospheric den-
sity profile, which is an important space environmental
parameter for satellite operation in the near-Earth space
(Kwak et al., 2011; Chen et al., 2012). Although this quan-
tity is not precisely known at any given instant, many
atmospheric models have been developed (and more are
being developed) over the years with good approximation.
However, despite the unprecedented improvements in
modeling atmospheric density, concerns about the accu-
racy of the models remain, because the individual effects
of various solar forcing mechanism, which causes fluctua-
tions in neutral and ionized density are very difficult to esti-
mate and/or model (also, see Kutiev et al. (2013), Storz
et al. (2005)). Particularly important are the hysteresis
effects where the effects of the same event may depend on
the history of events which took place before it. Some
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atmospheric models in use include that of Picone et al.
(2002), Bruinsma et al. (2003), Bowman et al. (2008),
Emmert and Picone, 2010, Liu et al. (2013) and others.
In our work, atmospheric density profiles are obtained
from the NRLMSISE-00 empirical atmospheric model.
Details of the model can be found in Picone et al. (2002).
In addition to other outputs, NRLMSISE-00 gives total
atmospheric mass density as a function of time, location,
solar and geomagnetic activity. The model has also been
used in some other works, such as, Policastri and Simons
(2003), Doornbos (2012) and Klenzing et al. (2013).
3. Procedure

In this work, we consider two hypothetical satellites
(SAT-BCI and SAT-BCII) with different ballistic coeffi-
cients [BCI (ms ¼ 250 kg, As ¼ 0:25 m2, Cd ¼ 2:2) and
BCII (ms ¼ 522 kg, As ¼ 0:72 m2, Cd ¼ 2:2)], initially
injected at an altitude of 450 km. The ballistic and/or drag
coefficient used in this study were explained in Nwankwo
and Chakrabarti (2014). We compute atmospheric drag
force on the satellites due to long-term solar and geomag-
netic activity at different phases of the solar cycle, viz.
2000–2002 (to represent a typical solar peak activity during
the last solar maximum), 2004–2006 (to represent a typical
solar ‘quiet’ period during last solar minimum), and 2012–
2014 (to represent the period around current solar maxi-
mum). We thus obtain an estimate of the mean annual
decay rate of the satellites at different phases of the solar
cycle (minimum and maximum). We also compute and
investigate the drag effect for short-term strong geomag-
netic disturbances and/or storms in three regimes, with
and without control on the solar parameters, aimed at pro-
viding insight into how the model works. Solar radio flux
(F10.7), geomagnetic Ap index and the moving average
of F10.7 over three solar rotations (81 days) were used in
the model (NRLMSISE-00) as inputs to obtain thermo-
sphere density profile (NOAA-1). Solar radio flux (F10.7)
indirectly estimates upper atmospheric heating from solar
energetic particles and solar extreme ultra-violet (EUV).
Planetary Ap (or Kp) index estimates additional Joule
heating associated with geomagnetic activity (Pardini
et al., 2004; IRS Radio, 1999; NOAA, 2006). The moving
average of F10.7 flux over three or four solar rotations,
denoted by �F 10:7 represents a slowly varying component
of solar radiation (Doornbos, 2012; Nwankwo and
Chakrabarti, 2014).
4. Computation of orbital decay due to plasma drag

The orbital decay due to atmospheric drag on SAT-BCI
and SAT-BCII are computed from two sets of equations to
study both short- and long-term effects of space environ-
mental perturbations on the trajectory of the model
satellites. A spherical polar co-ordinate system (r; h;/)
was used, with origin at the center of the Earth. We assume
that the satellite always remain in the same plane (i.e., h ¼
constant). The first set of the equations used consists of
four coupled differential equations (Nwankwo and
Chakrabarti, 2014, 2015):

_vr ¼ �
GMe

r2
þ r _/2 ð1Þ

_r ¼ vr ð2Þ

€/ ¼ � 1

2
rq _/2 AsCd

ms
ð3Þ

_/ ¼ v/=r ð4Þ

where, vr and v/ are the radial and tangential velocity com-
ponents, G is the gravitational constant, Me is the mass of
the Earth, r is the instantaneous radius of the orbit, q could
be the atmospheric density, As is the omni-directional pro-
jected area of the satellite, ms is the mass of the satellite,
and Cd is the drag coefficient at an altitude of r.

The equations were solved to obtain instantaneous
position and velocity of the satellite. Orbital decay due to
atmospheric drag on the model satellites were computed
under varying space weather conditions, while tracking
their position and time by the azimuthal parameters

(/; _/). Other integration (such as, � _/r2ðAsCd=msÞ) gave
similar results (Chobotov, 2002). The second equation is

a differential equation (dr=dt ¼ �qðAsCd=msÞ
ffiffiffiffiffiffiffiffiffiffi

GMr
p

), that
describes changes in the mean radius of the satellite orbit
per revolution (MRPR) (Xu et al., 2011; Chen et al.,
2012; Wertz and Larson, 1999). Model results of orbital
decay profile in the two set of equations (or methods)
generally agree.

4.1. Modeling CIR-induced periodic changes in atmospheric
density profile

The empirical atmospheric model used in this work is
assumed to have a good representation of the background
thermospheric density including storm induced fluctuations
and a varying component due to solar rotation (introduced
through the solar radio flux, geomagnetic Ap index and the
�F 10:7). CIR-induced effects on thermospheric density is
known to be dominant during the solar minimum and,
therefore produces significant decay of satellite orbits at
this phase of the solar cycle. Although the model to some
extent includes CIR effects through the geomagnetic activ-
ity index input, its associated effects may be underestimated
due to its high frequency (dominance) at this phase.
Lindsay et al. (1994) detected occurrences of up to two
CIRs per solar rotation prior to solar maximum. To incor-
porate this effect, we introduce a term qc that would

account for the enhanced (short-term) thermospheric den-
sity due to periodic CIRs during solar minimum. A com-
parison between sunspot number, yearly CME, stream
CIR interaction, and interplanetary shock rate is shown
in Fig. 1. A modified density q that includes qc was used

to model the CIR effect,



Fig. 1. Comparison between sunspot number (smoothed), CME, CIR,
and interplanetary shock rates (Lindsay et al., 1994).
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q ¼ qbcir þ qc ð5Þ

where, qbcir is the thermospheric density before the CIR
and qc is the thermospheric density increase due to CIR-in-

duced effect, modeled as

qc ¼ ðq� qbcirÞa exp½�ðct � 1Þ2=2�

where, a is the amplitude of density oscillation (q increases
by a factor of up to 2), c is the frequency of oscillation
(2p=T ), T is the period of oscillation (13:5 days in this
study).

5. Results and discussion

5.1. Trends of orbital decay at difference phases of the solar
cycle

The model (calculations) of solar cycle (long-term)
trends of atmospheric drag due to solar and geomagnetic
activity at different phases of a cycle are presented for
two maxima (2000–2002 and 2012–2014) and a minimum
(2004–2006). Typical range of values of mean altitude,
decay rate, thermosphere temperature and density for each
satellite in a given regime are provided. The mean annual
decay rates of the satellites at different phases were thus
estimated.

5.1.1. Solar maximum decay trend
Fig. 2 shows time variations of model satellite’s mean

altitude, orbit decay rate, thermosphere temperature and
density for (a) SAT-BCI and (b) SAT-BCII initially at
450 km in 2000–2002. SAT-BCI (Fig. 2a) experienced a
respective decay of 46:13, 49:10 and 47:38 km in 2000,
2001 and 2002, corresponding to a mean decay of 48� 2
km per year. The mean orbit decay rate is 47� 327 m/day.
SAT-BCII (Fig. 2b) respectively decayed by 61:14, 62:23
and 61:19 km (during the same period), corresponding to
a mean decay of about 62� 1 km per year. The orbit decay
rate varied between 55 and 391 m/day. Thermosphere
temperature variations during the respective years
are 1075� 1416, 1021� 1469 and 1004� 1470 K.

Density variations are 2:27� 10�12 � 7:96� 10�12; 2:06�
10�12�14:70�10�12 and 1:15�10�12�8:23�10�12 kg=m3

respectively. Extreme values of the computed parameters
occurred between July 2001 and early 2002 with up to
30 km decay in 175 days.

5.1.2. Solar minimum decay trend
Fig. 3 shows time variations of model satellite’s mean

altitude, orbit decay rate, thermosphere temperature and
density for (a) SAT-BCI and (b) SAT-BCII initially at
450 km in 2004� 2006. SAT-BCI (Fig. 3a) decayed by
13:55, 9:03 and 6:15 km in 2004, 2005 and 2005 respec-
tively, corresponding to an average decay of 10� 4 km
per year. The mean orbital decay rate is 9� 92 m/day.
SAT-BCII (Fig. 3b) respectively decayed by 18:77, 12:51
and 8:17 km, corresponding to decay of about 13� 6 km
per year. The mean variation in orbital decay rate is
10� 133 m/day. The respective variations in thermosphere
temperature are 834� 1212, 790� 1129 and 756� 975 K.

Ranges of density variations are 0:73� 10�12 � 3:59�
10�12; 0:50� 10�12 � 1:83� 10�12 and 0:31�10�12�1:18�
10�12 kg/m3 respectively. The mean values of computed
parameters dropped consecutively in 2004–2006 as solar
minimum approached (in 2006). Computation using the
CIR effect model produced respective decay of 16:5, 11
and 7:5 km for SAT-BCI and 24:3, 15:8 and 10:7 km for
SAT-BCII. The annual mean decay rate is about 12�5
km and 17�8 km per year for SAT-BCI and SAT-BCII
respectively. There is an additional 2�4 km decay (per
year) from the contribution of assumed periodic occurrence
of two CIRs per solar rotation during solar minimum
phase.

5.1.3. Emerging solar maximum decay trend

Fig. 4 shows time variations of model satellite’s mean
altitude, orbit decay rate, thermosphere temperature and
density for (a) SAT-BCI and (b) SAT-BCII in 2012–2014.
This computation was based on two and a half years archi-
val data (January 2000–June 2014) and 6 months predicted
solar radio flux (July–December 2014) and assumed geo-
magnetic Ap data (NOAA-2). SAT-BCI (Fig. 4a) experi-
enced respective decay of 19:88, 21:17 and 32:44 km in
2012, 2013 and 2014, corresponding to a mean decay of
25� 7 km per year. The mean orbit decay rate was
30� 125 m/day. SAT-BCII (Fig. 4b) respectively decayed
by 24:77, 25:90 and 41:65 km, corresponding to decay of
about 31� 10 km per year. Mean orbital decay rate varied
between 27 and 219 m/day. Thermosphere temperature
variations during the respective year are 889� 1180,
879� 1203 and 959� 1254 K. The density variations are

1:48� 10�12� 3:03� 10�12;1:38� 10�12� 3:77� 10�12 and

1:62� 10�12� 5:51� 10�12 kg=m3 respectively. The observed
trend in the mean values of computed parameters is a
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Fig. 2. Time variations of model satellite’s mean altitude, orbit decay rate, thermospheric temperature and density in 2000–2002 for (a) SAT-BCI and (b)
SAT-BCII.
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Fig. 3. Time variations of model satellite’s mean altitude, orbit decay rate, thermospheric temperature and density in 2004–2006 for (a) SAT-BCI and (b)
SAT-BCII.
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consecutive increase from 2012 to 2014. The general con-
sensus is that the current solar peak would occur in 2013/
2014. Clearly, the annual mean decay rate of both satellites
in the current solar peak is half less than the last (2000–
2002) peak.

The difference between the area-to-mass ratio of SAT-

BCI (0:001) and SAT-BCII (0:00138) is 3:8� 10�4. This
difference produced decay rate increase of about 13:98,
3:57 and 6:24 km per year in the respective 3 regimes (for
SAT-BCII). Summary of the trends of computed parame-
ters for SAT-BCI and SAT-BCII is presented in Table 1.
5.2. Trend of Orbital decay during short-term strong

geomagnetic disturbances

Solar data showed significant (high) solar and geomag-
netic activity in July 2000. The mean F10.7 and Ap index
values during 1st–31st July, 2000 was approximately 200
and 22 respectively; with up to F10.7 = 253 (20th July)
and Ap = 152 (15th July). On 14th July, 2000, data showed
a record of occurrence of a halo CME (with speed up to
1674 km/s) and associated X class solar flares (X5),
followed by solar energetic particle event on 15th July
(SOHO; NOAA-3). In Fig. 5, we show plot of values of
geomagnetic Ap and disturbance storm time (Dst) index
for July 2000. Dst is a measure of geomagnetic activity
used to estimate the extent of geomagnetic storms, based
on the measure of value of the horizontal component of
the Earth’s magnetic fields. The strength of the surface
magnetic field at low latitudes varies inversely with the
energy content of the ring current, which significantly
increases during geomagnetic storms (Hamilton et al.,
1988). Clearly, there were consequent strong geomagnetic
perturbations and storms, associated with preceding solar
energetic events - a sudden increase in the number of high
speed solar wind particles, fueled by coronal mass ejections
and solar flares (Doornbos, 2012), and the increase in solar
flux (F10.7) connected with 27-day solar rotation of the
active region (Woods et al., 2004; Doornbos, 2012).

In this Section, we investigate the effects of this scenario
of periodic (4 weeks) EUV enhancement and the short-
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Fig. 4. Time variations of model satellite’s altitude, orbit decay rate, thermospheric temperature and density in 2012–2014 for (a) SAT-BCI and (b) SAT-
BCII.

Table 1
Trends of time variation of mean altitude, orbit decay rate, thermosphere temperature and density for SAT-BCI and SAT-BCII at different phases of the
solar cycle.

Year Decay (km) Decay rate (m/day) Temperature (K) Density (10�12 kg/m3)

BCI BCII Low
BCI

Low
BCII

High
BCI

High
BCII

Mean Low
BCI/BCII

Mean High
BCI/BCII

Mean Low
BCI/BCII

Mean High
BCI/BCII

2000 46.13 61.14 55.00 57.51 205.86 265.28 1075.12 1416.03 2.27 7.96
2001 49.10 62.23 47.25 57.89 327.10 391.31 1021.24 1469.05 2.06 14.70
2002 47.38 61.19 67.68 102.65 182.21 245.62 1004.13 1417.17 3.15 8.23
Mean 47.54 61.52
2004 13.55 18.77 19.57 23.19 92.85 133.69 834.44 1212.36 0.73 3.59
2005 9.03 12.51 13.91 14.20 46.9 72.33 790.33 1129.29 0.50 1.83
2006 6.15 8.17 9.03 10.33 33.36 43.06 756.22 975.34 0.31 1.18
Mean 9.58 13.15
2012 19.88 24.77 31.42 35.06 91.15 105.68 889.24 1180.41 1.48 3.03
2013 21.17 25.90 30.51 27.22 127.69 146.87 879.34 1203.29 1.38 3.77
2014 32.44 41.56 53.69 58.94 157.68 219.50 959.18 1254.10 1.62 5.51
Mean 24.50 30.74
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term strong geomagnetic disturbances on the upper atmo-
spheric temperature, density and satellite orbit.
Computations were done in three regimes, viz. (1) with
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actual daily F10.7 and Ap index (raw data) associated with
the event (F 10:7;Ap); (2) mean F10.7 and Ap index during

the observed period (F 10:7;Ap), and (3) keeping F10.7 con-
stant (mean value) while Ap (raw) varied accordingly

(F 10:7;Ap), in a manner consistent with the disturbances.
Fig. 6a and b shows time variations of model satellite’s
mean altitude, orbit decay rate, thermosphere temperature
and density for SAT-BCI and SAT-BCII during 1st–31st
July 2000.

The total decay is about 2:57 km for SAT-BCI and
3:67 km for SAT-BCII. The range of thermospheric tem-
perature and density variations are 1183� 1407 K and

2:87� 10�12 � 5:61� 10�12 kg=m3 respectively. Orbit
decay rate for SAT-BCI increased from 63 m/day (1st
July) to a peak of 113 m/day on the day of the geomagnetic
event (15th July). For SAT-BCII, decay value increased
from 91 to 170 m/day. In the third regime (F10.7 constant
(red plot)), the decay rate for SAT-BCI increased from a
mean value (dotted black line) of 82 m/day to about
111 m/day, and 118 m/day to 166 m/day for SAT-BCII.
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This corresponds to an additional respective decay of 29
and 48 m/day from short-term geomagnetic disturbances
and/or storm-induced thermospheric density perturbations
and heating. The summary of variation rates of mean alti-
tude, orbit decay rate, thermospheric temperature and den-
sity for SAT-BCI and SAT-BCII during July 2000 is shown
in Table 2.
5.3. Model implementation on real satellites’ orbit

Xu et al., 2011 investigated effects of periodic variations
of thermospheric density on CHAMP (� 450 km) and
GRACE (� 500 km) satellites orbits. They showed and sta-
ted that the orbit of the satellites decayed by 70 and 20 km
respectively between 2003 and 2005 due to thermospheric
density drag. The Gravity field and steady-state Ocean
Circulation Explorer (GOCE) satellite was launched into
near-circular orbit with mean altitude 300–250 km in
March 2009. GOCE mission ended in October 2013 and
re-entered the atmosphere from an approximate height of
224 km on 11 November 2013 (ESA1, 2013; ESA2, 2013).
We now implement and/or apply our drag model on
CHAMP and GOCE decay scenarios. SAT-BCII has sim-
ilar ballistic coefficient and orbit as that of CHAMP satel-
lite; h ¼ 450 km, ms ¼ 522 kg, As ¼ 0:72 m2, Cd ¼ 2:2
(Hausleitner et al., 2007; Koppenwallner, 2011). The orbit
and ballistic parameters used in this model for GOCE are
� 268 km (mean height), ms ¼ 1100 kg, As ¼ 1:1 m2,
Table 2
Trends of time variation of mean altitude, orbit decay rate, thermosphere temp
during interval of strong geomagnetic perturbations and/or storms in July 200

Decay (km) Decay rate (m/day)

BCI BCII Low
BCI

Low
BCII

High
BCI

High
BCII

M
B

F 10:7;Ap 2.57 3.67 63.36 90.68 113.30 170.39 1
F 10:7;Ap 2.63 3.74 81.53 117.64 88.25 124.77 1
F 10:7;Ap 2.56 3.66 75.11 108.84 110.65 166.15 1
Cd ¼ 3:65 (Fehringer et al., 2008; Bruinsma and Pilinski,
2011; Koppenwallner, 2011; ESA3, 2013). In Fig. 7, we
present the model decay profile of (a) CHAMP for the per-
iod 2003–2005 and (b) GOCE during 17th March 2009–21
October 2013 (before re-entry), as a function of actual solar
and geomagnetic indices.

CHAMP model result show a decay of about 70:98 km
(Fig. 7(a)). There is, however, an approximate 1 km
increase in orbital decay when compared with
CHAMP’s actual decay profile for the period. The pecu-
liarity of GOCE trajectory is its aerodynamic design.
The craft was designed to minimize air drag and torque
and excludes mechanical disturbances due to the need
for low flight and stability. An electric ion thruster at
the back of the satellite constantly generate small forces
that compensates for any drag in flight. Against this back-
drop, we modeled GOCE trajectory with minimal drag
force, allowing (conditioned) only 5% of the total drag
force experienced by a satellite with similar ballistic coef-
ficient at the injected height. The normal drag force on
the satellite was restored (in the simulation) when the
spacecraft ran out of fuel (21st October, 2013). The model
mean height of GOCE in October 2013 (just before re-
entry) is about 224.0487 km (Fig. 7b). The time variations
of the satellites’ orbit decay rate, thermosphere tempera-
ture and density are also consistent with reported values
(Koppenwallner, 2011). In Fig. 8, we present the model
result of GOCE re-entry evolution between 21st October
and 11th November 2013.
erature and density for SAT-BCI and SAT-BCII (initially at h = 450 km)
0

Temperature (K) Density (10�12 kg/m3)

ean Low
CI/BCII

Mean High
BCI/BCII

Mean Low
BCI/BCII

Mean High
BCI/BCII

183.32 1407.20 2.87 5.61
284.41 1344.14 3.82 3.99
265.09 1386.40 3.50 5.52
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Fig. 7. Model decay profile of (a) CHAMP satellite during 2003–2005 (b) GOCE satellite during 2009–2013.
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The model GOCE re-entry (blue curve) is compared with
the approximate/actual re-entry (red curve) evolution.
Model re-entry occurred about 5 h (10/11/2013, 20:00
CET) before the actual/reported re-entry (11/11/2013,
01:00 CET). The deviations in our model results are
� 1 km for CHAMP decay profile and � 5 h for GOCE
re-entry evolution. However, our computed/modeled values
compare well with the real-time decay and/or re-entry evolu-
tion of these real satellites. In view of the computational
inadequacies, this work/model is being improved for better
accuracy and expanded to include application on more
LEO satellite under varying space environmental conditions.
6. Conclusion

The model of atmospheric drag on the orbit of two
hypothetical LEO satellites is presented in this paper. We
model and compared how satellites of different ballistic
coefficients respond to the effect. We investigated conse-
quences of solar cycle variations on the orbit of the
satellites and during interval of strong geomagnetic activ-
ity, mainly results of solar forcing induced perturbations
and heating of thermospheric density; driven by solar ener-
getic events. We show dependence of orbital decay rate on
the severity of both solar cycle and phase. The mean yearly
decay rate during the last solar max (2000–2002) was
almost twice that of current phase (2012–2014): [48� 2,
62� 1 km/year] and [25� 7, 31� 10 km/year] respectively
for the model Satellites (SAT-BCI and SAT-BCII).
However, depending on ballistic coefficient and nature of
a solar cycle phase, a typical LEO satellite initially at
h = 450 km could experience a decay rate of up to
41� 19 km per year (� 3 km/month) during solar maxi-
mum and 11� 6 km per year (� 1 km/month) during the
solar minimum. Dominant CIR-induced effects during
solar minimum phase could result to additional decay rate
of up to 3 km/year. We showed that intervals of strong
density perturbations and additional heating due to geo-
magnetic activity and/or storms can result in an additional
60% decay in each event. This impact could vary depending
on the severity and duration of the event. In the literature
similar drag effects are computed often taking average
behavior. We show in our simulations the importance of
taking the sequence of events into account. Two events
E1 and E2 may produce different impacts if they occurred
in a reversed sequence. Extending this logic to solar cycles,
the results of a launch in a solar minimum would be differ-
ent from that in a solar maximum even if both satellites
survives for, say a full cycle. This is due to strong non-lin-
earity in drag effects. This aspect and an extended applica-
tion of this model to more LEO satellites and solar cycles
would be reported in another paper.
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Abstract: Interplanetary missions are susceptible to gravitational and nongravitational perturbing forces at every tra-

jectory phase, assuming, of course, that the man made rockets and thrusters work as expected. These forces are mainly due

to planetary and solar-forcing-induced perturbations during geocentric, heliocentric and Martian trajectories, and before

orbit insertion. In this study, we review and/or analyze Mars orbiters mission associated perturbing forces and their possible

impacts before Mars Orbit Insertion viz Earth’s oblateness, Third body (solar and lunar), solar radiation pressure, solar

energetic radiation environment and atmospheric drag forces. We also model the significance of atmospheric drag force on

Mangalyaan Mars orbiter mission, as a function of appropriate space environmental parameters during its 28 days in

Earth’s orbit (around and during perigee passage), 300 days of heliocentric and 100 days of Martian trajectory. We have

found that for a total perigee height boost of about 250 km, the cumulative orbit decay can be approximately 720 m. The

approximate altitude variation could be up to 158 m with respect to the sun during 300 days of interplanetary journey

toward Mars. After Mars orbit insertion, the total decay experienced by the spacecraft could be up to 701 m with decay rate

of up to 9 m/day during 100 days of Martian trajectory, based on Mars–Earth atmosphere density ratio. In principle,

resulting deviations due to perturbing forces are usually corrected before Earth departure (and/or Mars orbit insertion) and

are beyond the scope of this work. However, the knowledge is important for mission planning, design, implementation and

situational awareness. We find that the deviations are small enough and should be correctable.

Keywords: Dynamics of atmosphere; Interplanetary physics; Satellites; Space weather

PACS Nos.: 92.60.-e; 96.50.-e; 95.40.?s; 94.05.Sd

1. Introduction

Driven by the quest for the possibility of life in Mars, clues

to the evolution of our solar system, fascination with the

chemistry, geology and meteorology of another planets, the

National Aeronautics and Space Administration (NASA)

has launched the first (successful) Mars mission (Mars

orbiter and lander—Viking 1) in August 1975, which has

arrived near Mars on the June 19 and has landed on July

20, 1976 [1]. While Viking 1 mission has operated between

June 1975 and 1980, more than four other orbiter and/or

lander missions have also made it to the ‘red planet’ within

about three decades. Current active Mars missions include

Mars Odyssey (NASA/USA, launched in April 2001 with

arrival in October 2001 [2]), Mars Express and Beagle 2

(ESA/Europe, launched in June 2003 with arrival in De-

cember 2003 [3]), Mars Exploration Rover Opportunity

(NASA/USA, launched in July 2003 with arrival in January

2004 [4]), Mars Reconnaissance Orbiter (NASA/USA,

launched in August 2005 with arrival in March 2006 [5])

and Curiosity Mars Science Laboratory (NASA/USA,

launched in November 2011 with arrival in August 2012).

Russia, the Soviet Union, had also recorded a ‘short-lived’

success in their past attempts with MARS 2, 3, 5 and 6

missions (among others). The Indian Space Research

Organisation (ISRO) in her first ever attempt has launched

an interplanetary (Mars) mission on November 5, 2013.

The country’s Mars orbiter mission (also known as
*Corresponding author, E-mail: chakraba@bose.res.in
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Mangalyaan) orbited the Earth between November 5, 2013

and December 1, 2013, basically building up the required

velocity (?DV), which is needed to escape the Earth’s

sphere of influence (ESOI). It has begun a 300-day journey

to Mars on December 1, 2013 with successful Mars orbital

insertion on September 24, 2014.

Quite a large number of attempts have been made in

the past, toward interplanetary missions (IPMs), but only

a few successes have been recorded so far. It has been

estimated that more than half of the attempted missions

to explore the ‘red planet’ (Mars) failed [6]. However,

instructive and resourceful lessons have been learned

from each failure, which has made subsequent attempts

more successful [1, 7]. Although IPM attempts date

back to the 1960s, more than half of successful ones

have been launched within the last two decades. The

high failure rate in IPM may be associated with pla-

netary and solar-induced perturbations (after launch)

among other causality, especially during transit and ar-

rival to their destined planet. High precision and accu-

racy in calculations are important to successful design

and implementation of interplanetary missions. Very

small and apparently insignificant parametric fluctuations

(in some cases) due to perturbing forces may introduce

sporadic errors that can hamper the success of such

IPMs. Other potential causes of IPMs failure include

under- and/or over-performance of thrusters, miscalcu-

lations in firing directions and Liquid Apogee Motor

(LAM) alignments, failure of launch vehicles, commu-

nication/radio failures and nature/mode of entry [6–9].

Mangalyaan is not an exception to these IPM-associated

challenges.

This work is a pointer to some sources of fluctuations

that may arise due to planetary and solar-forcing-induced

perturbations. We review some IPM-associated perturbing

forces with reference to Mangalyaan spacecraft, based on

established theory. In detail, we also analyze (by model)

and investigate the significance of atmospheric drag force

on Mangalyaan spacecraft, as a function of space envi-

ronmental parameters during geocentric (28 days in Earth’s

orbit), heliocentric (300 days in the sun’s orbit) and Mar-

tian trajectory (assumed to be up to 100 days in Mars orbit

(after MOI), in this paper for concreteness). Atmospheric

drag causes change in orbital parameters making it difficult

to identify and track satellites and other space objects,

maneuvering and predicting lifetime and reentry [10–13].

In principle, deviations due to associated perturbations

under consideration (e.g., Decay, Solar Radiation Pressure,

Third body) are corrected before Earth departure and/or

MOI. Such adjustments are beyond the scope of this work.

However, the knowledge of their relative significance is

important to mission planning, design, implementation and

situational awareness.

2. Interplanetary trajectories and Mars mission system

engineering challenges

Interplanetary mission requires a succession of transfer

of a satellite from one orbit to another by means of a

change of velocity (DV) as the system moves through

successive phase mission plan to a destined planet. For a

Mars-bound spacecraft (from Earth), three-phase trajec-

tory is required—geocentric, heliocentric and Martian. In

this paper, our emphasis will be on Mars interplanetary

missions. One common type of orbit transfers employed

in interplanetary missions is the Hohmann transfer or

trajectory. The Hohmann transfer is considered to be the

minimum two-impulse transfer between coplanar circular

orbits [14, 15]. This type of transfer requires elliptical

paths that are tangent to the launch and arrival orbits.

Three main groups of trajectories can evolve from the

Hohmann transfer—staying tangential to the larger orbit

but intersecting the smaller one, intersecting the larger

orbit and staying tangential to the smaller one and in-

tersecting both orbits [15]. The equation of Earth de-

parture, heliocentric and Mars arrival trajectory velocities

of a Mars interplanetary mission is given by the

following:

(i) Earth departure velocity

tbo ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2
le

Re þ h
þ Ee

� �

s

ð1Þ

where tbo is the burnout velocity, Re is the equatorial radius

of Earth, h is the altitude at injection, le is the gravitational

parameter of the Earth and Ee is the energy of escape

hyperbola.

(ii) Heliocentric trajectory velocity at perihelion is

tp ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ls

2

re

� 1

a

� �

s

ð2Þ

The transfer orbit at apoapsis is

ta ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ls

2

rm

� 1

a

� �

s

ð3Þ

The velocity at exit from the Earth’s sphere of influence is

t1 ¼ tp � te ð4Þ

where rm is the radius of Mars, re is the radius of the Earth

at 1 A.U., a is the apoapsis (re ? rm/2) = 1.262 A.U., ls is
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the gravitational parameter of the sun, te is the mean ve-

locity in Earth’s orbit.

(iii) Mars arrival phase: The retro velocity at Mars

surface is

tretro ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2
lm

Rm

þ Em

� �

s

ð5Þ

where lm is the gravitational parameter of Mars, Rm is the

equatorial radius of Mars and Em is the energy of the

hyperbolic orbit at Mars [15]. Em is given by Eq. (6):

Em ¼ t2
1
2

¼ ðtm � taÞ
2

ð6Þ

Depending on the type of mission (orbiter or lander), Mars

orbiter spacecrafts begin their missions after successful orbit

insertion, mainly exploration of Mars surface and/or

atmosphere. Mars lander missions (e.g., Curiosity Rover)

require entry, descent and subsequent landing in the red

planet. This is yet another challenging phase. Braun and

Manning [16] in their study has pointed out some system

challenges associated with Mars exploration entry, descent,

and landing emanating from three sources: (i) an atmosphere

which is thick enough to create substantial heating, but not

low enough to reduce terminal descent velocity, (ii) a surface

environment of complex rocks, craters, dusts and terrain

patterns and (iii) the cost of replicating a Mars-relevant

environment for space flight qualification of new entry,

descent and landing technologies [16]. In our present

situation, we would be interested in shrinking of the orbits

due to repeated passage of Mangalyaan at the perigee,

interplanetary phase and periapsis once in the Marian orbit.

3. Mangalyaan Mars orbiter mission at a glance

The Mangalyaan MOM is launched aboard Polar Satellite

Launcher Vehicle PSLV-XL. At delivery, the observed ini-

tial perigee height is about 248.4 km, apogee 23,500 km and

inclination = 19.2�, where it has used its own propulsion

system to insert itself into its trans-Martian interplanetary

trajectory within a period of about 4 weeks. The space probe

has a mass of about 1337 kg (with a dry mass of about

475 kg, including five payloads of about 15 kg) and carries a

fuel of about 852 kg. It has similar core structure and

spacecraft system and mission largely based on the Chan-

drayaan-1 Moon Orbiter. Mangalyaan is equipped with a

single deployable solar array that consists of three panels

(each being 1.4 9 1.8 m in size) with yoke and drive

mechanism, capable of providing up to 840 Watts of elec-

trical power at Mars. It is fed to a power distribution unit that

provides power to the various systems and payloads and

also controls the state of charge of a 36-amp-h battery for

night passes. Other compositions of the MOM include

bi-propellant main propulsion system and an altitude control

system, four reaction wheels, a 2.2-m-diameter High Gain

Antenna and a number of other High Technological equip-

ment that meets critical mission operations and stringent

requirements. The 15-kg payload consists of a suite of five

science instruments that equip MOM for its distinct mission

objectives—Lyman Alpha Photometer (LAP), Martian

Exospheric Neutral Composition Analyzer (MENCA), Mars

Colour Camera (MCC), Methane Sensor for Mars (MSM)

and Thermal Infrared Imaging System (TIS) (also see [17,

18]). Mangalyaan is saddled with the mission to explore

Mars surface feature, morphology, topography, mineralogy

and Martian atmosphere. On a specific mission, it will carry

out the search for methane on the ‘red planet.’ The pictorial

representation of the deployed and dissembled view of

Mangalyaan is shown in Fig. 1(a) and 1(b).

4. Mangalyaan mission plan and the trans-Martian

flight profile

After delivery to an initial elliptical orbit of 248.4 km

(perigee, rp) by 23,500 km (apogee, ra) and inclination of

about 19.2�, the Mars probe has to enter three phases of

mission plan to reach Mars—(i) the geocentric phase, (ii)

the heliocentric phase and (iii) the Mars-centric (areocen-

tric) phase. The three phases required that MOM fires its

liquid apogee motor (LAM) six times at a given interval

when passing perigee, to gradually increase the apogee of

the orbit and consequently moves through the phases up

until departure to Mars. The trajectory design is shown in

Fig. 2(a). At the geocentric phase, the spacecraft with six

engine burns gradually maneuver into a ‘depart’ hyperbolic

trajectory with which it escapes from the Earth’s sphere of

influence and with orbital velocity boost. Beyond the

Earth’s sphere of influence, the perturbing force on the

orbiter is due to the sun. Between November 5, 2013 and

November 16, 2013, the apogee has been raised to ap-

proximately 192,874 km from the initial 23,500 km after

five consecutive raising maneuvers. In the computation

which follows, we have assumed a corresponding perigee

rises to approximately 500 km from an initial of about

248.4 km (a total incremental height of 250 km) during

velocity boost (?DV). The maneuvered apogee heights

after each velocity boost are shown in Fig. 2(b).

This work has been started shortly after the launch of the

spacecraft with continuous update until MOI. It has de-

parted Earth’s orbit and tangentially (to its orbit) encoun-

tered Mars orbit, as shown in Fig. 2(a). At the areocentric

orbital phase, the spacecraft has reached the Mars sphere of

influence in a hyperbolic trajectory on September 24, 2014.

At closest approach to Mars, it is captured into the planned

orbit around Mars by imparting DV retro (also Mars orbit
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Insertion) maneuver [17]. Figure 3 shows planned ‘Man-

galyaan’ trajectory in Martian orbit.

5. Procedure

In this work, we have analyzed IPM-associated perturbing

forces and their possible impact on trans-Martian trajectory

and/or mission (before MOI), based on established theory.

In Sect. 6.4, we have computed orbital decay of ‘Man-

galyaan’ due to atmospheric drag during geocentric, he-

liocentric and Martian phase trajectories. We have assumed

that drag effect around and during apogee passage is neg-

ligible during geocentric trajectory because of the large

distance between the spacecraft and the Earth. We have

computed drag force impact on the spacecraft as a function

of thermospheric density and space environmental pa-

rameters around and during the perigee passage for 28 days

in Earth’s orbit, 300 days heliocentric trajectory and

100 days of Martian orbit trajectory. The elliptic orbit

geometric analysis of the spacecraft in Earth and Martian

orbit at perigee distances for atmospheric density and drag

analysis is given in Sect. 6.4.3.

5.1. Mangalyaan orbital parameters required for our

study

The effective exposed area of the spacecraft (in the di-

rection of motion) is critical to atmospheric drag force. We

have estimated this parameter from the satellite’s main-

frame elements and/or specifications. Hence, we have

considered three parts of relative importance—the solar

Fig. 1 (a) Deployed view of Mangalyaan spacecraft, (b) the dissembled view [17]

Fig. 2 (a) Planned trans-Martian trajectory of Mangalyaan spacecraft, (b) maneuvered orbits (heights) after consecutive velocity boost (adapted

from [17])
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panels, the Yaw and Pitch deck assembly and the top and

bottom deck assembly. The dissembled view of the

spacecraft is shown in Fig. 1b, indicating the mainframe

view. For simplicity, each of the deck assembly is assumed

to be square-shaped of approximately 3.34 m2. It is gen-

erally the case that the solar panel wings of most satellites

are usually designed to constantly adjust to maintain an

optimum amount of battery charging and minimize frontal

area projected to the ram direction, thereby minimizing the

drag (which also saves propellant) [19]. We, therefore,

have assumed the projected surface area (during its tra-

jectory) to be about 5.04 m2. This value may change due to

solar panel directional changes, which are usually offset

with respect to the sun direction [20].

6. Analysis of perturbations associated

with mangalyaan MOM trajectory

Space probes must be weather-strong perturbing forces

during their mission in space to survive. The trans-Martian

trajectory and flight profile of IPM has been explained in

Sects. 2 and 4. In general, IPMs experience gravitational

perturbing force, mainly solar/lunar gravitational attrac-

tions and Earth’s oblateness (J2) and its triaxiality and

nongravitational force such as atmospheric drag, solar ra-

diation pressure and/or environment, outgassing and tidal

effects [15]. The forces that influence the trajectory of the

mission vary from one phase of the trajectory to another,

and the probability and/or extent of these perturbation

forces driven impacts may also be affected by factors such

as phase of the 11-year solar cycle, nature of the spacecraft

orbit, local time and position of the satellite relative to

Earth–Sun direction [21]. The induced variations (by per-

turbing forces) on the orbital elements of the system may

be secular, short-period or long-period, or a combination of

such variations. Secular variations constitute a linear var-

iation in the element. Short-period variations represent

periodic variations with a period less than or equal to the

orbital period and long-period variations with a period

greater than the orbital period [9]. We have analyzed some

of the associated orbit perturbing forces on the orbit of

MOM during geocentric, heliocentric and Martian trajec-

tories. The general form of motion and perturbations as-

sociated with satellite trajectory is given by Eq. (7):

d2r

dt2
¼ � l

r3
�r þ ap ð7Þ

where ap is the sum of acceleration caused by perturbation

forces. The perturbing acceleration and/or force may be

gravitational or nongravitational (as mentioned earlier).

In general, the perturbing acceleration ap of a satellite

due to a perturbing body having a mass Mp and gravita-

tional parameter is given by the equation:

ap ¼ lp

ffiffiffiffiffiffiffiffiffiffiffi

ðR:RÞ
p

ð8Þ

where

R ¼ rsp

r3
sp

� rp

r3
p

where rsp is the distance between the satellite and the

‘perturber’ and rp is the distance of the perturber from the

planet. Expressions that provide approximate average rates

of change of orbital elements for a single disturbing body

can be found in [22, 23]. The relative magnitudes of some

of the sources of perturbations acting upon an Earth-or-

biting spacecraft are illustrated in Fig. 4. For each effect,

the logarithm of the disturbing acceleration, normalized to

1 g, is shown as a function of altitude. Clearly, the effect of

the drag force of the earth becomes very week near the

apogee of the earth orbit, but important near the perigee.

6.1. Earth’s oblateness (J2) effects

Mangalyaan, like any other interplanetary mission, may

experience effects of Earths oblateness (J2) during the first

28 days, especially at the altitude (height) around the

perigee [9, 15, 22, 23]. This is mainly an off-center

gravitational pull due to Earth’s equatorial bulge. The

principal effects of the J2 zonal harmonic or Earth

oblateness are secular motions of the node (X) and perigee

(x) of an orbit. This introduces a force component toward

the equator. The resultant acceleration causes the satellite

to reach the equator (node) short of the crossing point for a

spherical Earth [15]. This effect becomes less important

Fig. 3 Planned orbital parameters and trajectory of Mangalyaan

spacecraft
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with increasing perigee distance from the Earth, at which

solar and lunar gravitational perturbations become sig-

nificant, especially at or around the apogee height. The

only effect to compete with these gravity-induced effects is

aerodynamic drag [9]. The effects of oblateness on the

right ascension of the ascending node, argument of peri-

centron and mean anomaly were calculated from the pre-

scriptions given in [23, 24].

6.2. Third-body perturbations

There is a significant gravitational pull from the sun and

moon (solar and lunar) especially around and during the

apogee passage, which increases as it builds up both ve-

locity and altitude. The gravitational forces of the sun and

moon (and other bodies in the solar system) cause periodic

variations of most of the orbital elements. The right as-

cension of the ascending node, argument of perigee and

mean anomaly experiences secular variations [9, 22, 23,

25]. These secular variations arise from a ‘spinning’ (gy-

roscopic) precession of the orbit about the ecliptic pole.

The relative magnitude of solar and lunar perturbations

acting upon an Earth-orbiting spacecraft is shown in Fig. 4.

6.3. Solar radiation pressure (SRP)

SRP on satellites is due to the impingement and absorption,

and reflection of photons from the sun on the surface of a

satellite including on the solar panels. The main effect of

this phenomenon is a change in the eccentricity and lon-

gitude of perigee. The extent of variation of these elements

depends on the effective area, surface reflection and inverse

of satellite’s mass [15, 26]. The effects caused by solar

radiation pressure exceed that of atmospheric drag at alti-

tudes above 900 km, as shown in Fig. 4. The changes in

perigee height induced by SRP can have significant effects

on satellite lifetime [15]. The perturbing acceleration of a

satellite due to SRP-induced effects can be computed from

Eq. (9) [26]:

a~srp ¼ �qsr

CrAsun

m

r~sat�sun

r~sat�sun

ð9Þ

where qsr is the incoming pressure which depends on the

time of the year and the intensity of the solar output. It is

derived from the incoming solar flux and values of about

1358–1373 W/m2. Cr is the coefficient of reflectivity. It

depends on the absorptive properties of the material and

thus the susceptibility to incoming solar radiation. Asun is

the cross-sectional area, which changes constantly (without

altitude control). It can vary by up to a factor of 10 or more

depending on satellite configuration. m is the mass of the

satellite. Although m is usually constant but can be influ-

enced by factors such as thrusting and ablation. rsat–sun is

the orientation of the satellite-sun vector. Detail equations

and derivation of variations in Keplerian parameters can be

found in [27–29]. We have, therefore, not repeated the

derivations here.

6.4. Atmospheric drag force effect

The Mangalyaan is susceptible to significant atmospheric

drag force around and during the apogee passage in Earth

orbit (geocentric orbit). This effect is insignificant in he-

liocentric orbit due to the large distance of the spacecraft

from the sun and its transit origin (the Earth). In Martian

orbit (and atmosphere), drag effect is important but much

less compared to that in Earth orbit (which, of course,

depends on the type of orbit), especially on a long-term

trajectory profile. Mangalyaan would experience sig-

nificant drag around the periapsis (365.3 km) over time in

its areocentric orbit. We, therefore, investigate the sig-

nificance of these effects at each trajectory phase.

Atmospheric drag on low Earth-orbiting satellites

([1000 km) is primarily caused by solar-forcing-induced

variations in thermospheric density profile. Energetic par-

ticles (and EM radiations) emitted from the sun during

solar energetic events (e.g., solar wind streams, coronal

mass ejections, solar flares) are subsequently deposited in

the upper atmosphere [30, 31]. The upper atmospheres heat

up and expand as a consequence and alter (change) ther-

mosphere density profile, leading to accelerated drag on

satellites [31–33]. Atmospheric drag, therefore, varies in

direct proportion with atmospheric density. The prediction

of the lifetime, reentry and/or computation of drag on low

Earth orbit satellites (LEOSs) largely depend on a good

knowledge of the variations of thermospheric densities,

which is an important space environmental parameter for

satellite operations in near-Earth space [34, 35]. Although

this quantity is not precisely known at any given instant,

but many empirical atmospheric models have been

Fig. 4 Relative magnitudes of main sources of perturbation acting

upon an Earth-orbiting spacecraft (Adapted from [9])
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developed and more are being developed, with increasing

sophistication and good approximation [36–40]. We use

one such model, the NRLMSISE-00 empirical atmospheric

model, in our drag model for a good representation of the

space weather condition under which this space system

traverses. Atmospheric drag experienced by a satellite at

perigee can significantly lower the apogee, causing the

orbit to become more and more circular, until the entire

orbit is at the perigee altitude. This situation can result to

satellite reentry [15, 41]. Detailed analysis and/or compu-

tation of drag force impact on Earth-orbiting satellites can

be found in our earlier works [32, 33]. In the present cir-

cumstance, the earth orbit is not the reference, but the

Martian orbit is expected to slowly circularize and MOM

may crash onto Mars after a few tens of years.

6.4.1. Computation of satellite orbital decay due

to atmospheric drag

To compute the actual earth orbital decay during the first

month, the NRLMSISE-00 empirical atmospheric model

into our drag model has been incorporated. We have ana-

lyzed the drag effects due to space environmental pertur-

bations on the trajectory of Mangalyaan satellite. We have

assumed the satellite having a projected surface area of

5.04 m2, a mass of 1337 kg and orbiting the Earth at an

initial injected elliptical orbit of radius 250 km perigee by

23,500 km. We have chosen a spherical polar coordinate

system (r, Ø) having origin r = 0 at the center of the Earth

and assume that the satellite always remains in the same

plane (i.e., h = constant). The effects of the drag force

have been computed from two sets of equations. The first

set consists of four coupled differential equations repre-

sented by Eq. (10) [32, 33]:

_tr ¼ �GMe

r2
þ r _/2; _r ¼ tr;

€/ ¼ � 1

2
rq _/2 AsCd

ms

; _/ ¼ t/=r

ð10Þ

where vr and vø are the radial and tangential velocity

components. G is the gravitational constant, Me is the mass

of the Earth, r is the instantaneous radius of the orbit, q is

the atmospheric density, As is the omni-directional

projected area of the satellite, ms is the mass of the

satellite and Cd the drag coefficient at an altitude of r. The

four differential equations have been solved to obtain

instantaneous positions and velocity components of the

satellite in an orbit. To measure the decay of the orbital

radius per orbit, we assume that the energy is constant per

orbit. Incorporating the solution of orbit semimajor axis

decay rate for near-circular orbit [15], we compute drag

impact on the model Mangalyaan satellite under varying

space weather condition while tracking its position and

time by the tangential component parameters.

Computations have been done using differential equation

of changes in the mean radius of the satellite orbit per

revolution (MRPR) [12, 22, 31, 34].

dr

dt
¼ �q

AsCd

ms

ffiffiffiffiffiffiffiffiffiffi

GMr
p

ð11Þ

6.4.2. Heliocentric phase trajectory

We have assumed a Hohmann-transfer heliocentric trajec-

tory from Earth to Mars [15]. In heliocentric motion, the

formulation of the above equations including the perigee

and apogee velocity is with respect to the sun. The required

perihelion velocity vp and apoapsis velocity va at transfer

orbit are given by the Eqs. (2) and (3).

6.4.3. Earth and Martian atmospheric density profile

The biggest challenge associated with computation of at-

mospheric drag force is the density profile of the atmo-

sphere because it is not precisely known at any given

instant. However, there are empirical atmospheric models

with good approximation, such as the one used in this

study. The NRLMSISE-00 model gives outputs of altitude

profiles of temperature, number densities of Helium,

Oxygen (and its molecule), Nitrogen (and its molecule),

Argon and Hydrogen, in equilibrium at the temperature,

total mass (atmosphere) density and the number density of

Fig. 5 Region of the orbit R1 to R3 where the drag effects have been

considered, while the spacecraft is in Earth and Martian orbits
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a high-altitude ‘anomalous’ oxygen component of total

mass density that is not in thermal equilibrium at the

temperature T(z). This model is mainly developed for the

Earth’s atmosphere. Although Mars is similar to Earth in

many ways, but their atmospheric constituents and/or

conditions are not the same. For instance, the percentage

composition of carbon dioxide and nitrogen in Martian

atmosphere is about 93 and 2.7 %, while that of Earth is

less than 1 and 78 %, respectively. In this analysis, without

strict consideration for individual constituent of Martian

atmosphere, we assume that the total mass density of Mars

atmosphere is only one percent (1 %) that of Earth’s

atmosphere. Again, we assume the geometry of the ellipse

orbit as shown in Fig. 5 for analysis and computation of

drag around and during satellite perigee passage in Earth

and Martian orbits. We neglect drag effect around and

during apogee passage and compute density (and drag) at

an average distance (Rm) of

Rm ¼ R2
1 þ R2

2 þ R2
3

� �1=2
:

Thus, the effect of drag is assumed to be significant only

during the period when the satellite moves from R1 to R3.

7. Results and discussion

Mangalyaan altitude at maneuvered orbits and the corre-

sponding computed decay rate are shown in Fig. 6. We find

that the spacecraft experienced orbital decay rate of about

47.34, 47.14, 51.01, 34.12, 22.67, 18.62, 12.42 and

6.87 m/day at respective maneuvered orbits of 248.4,

252.0, 257.0, 304, 348, 380, 420 and 500 km. The triangles

at specified heights indicate the number of days the

spacecraft stayed in corresponding orbit before velocity

boost or orbit-rising. Wherever perigee height for each

orbit boost/rise (maneuvered) is not explicitly provided,

reasonable values were assumed.

The rate at which the spacecraft decayed decreased with

increased altitude (subsequent to orbit-rising). This is ex-

pected since the density and drag force are reduced with

increase in height from the earth depending on value of

solar and geomagnetic index. Although orbit-rising reduces

Fig. 6 Maneuvered orbits of Mangalyaan Mars orbiter (Black curve

with triangles) with corresponding decay rate (gray curve with stars).

Triangles correspond to number of days the MOM stayed before the

orbit boost

Fig. 7 Mangalyaan (a) mean

altitude, (b) orbit decay rate,

(c) thermospheric temperature

and (d) density during

heliocentric trajectory
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drag force on the spacecraft, we have observed that severe

space weather condition, especially during high geomag-

netic activity, increased the drag force sporadically on the

system. Orbit decay rate increases significantly on the ninth

and eleventh days (after launch date), due to high solar and/

or geomagnetic activity. Upper atmospheric heating and

associated density fluctuations are largely due to solar

EUV. However, geomagnetic field-induced heating is

important during short interval of geomagnetic distur-

bances and/or storms [32–34]. We find that when perigee

height increased by a total sum of about 250 km, it decayed

by a total of about 720 m due to atmospheric drag force

within about 28 days in the Earth’s orbit during geocentric

trajectory.

Figure 7(a)–7(d) show computed (a) mean altitude of

Mangalyaan, (b) rate of its orbit decay, (c) thermospheric

density and (d) thermospheric temperature during the he-

liocentric trajectory for 10 months. We have assumed an

elliptical orbit with mean radius (altitude) of

149,502,370 km during Earth–Mars (heliocentric) transfer.

Typically, thermospheric temperature varies between

1050 K and approximately 1350 K and density varies be-

tween 2.0 9 10-19 and 3.5 9 10-19 kg/m3. The total or-

bital decay is about 157.6 m. These calculations and/or

values are based on the indices of solar and geomagnetic

activity in the intervening period as inputs. Atmospheric

drag and subsequent decay that may be experienced by

Mangalyaan during heliocentric trajectory (300 days) is

small compared to geocentric (28 days) trajectory scenario

(up to a factor of four). Although quite nominal, but the

implication of the seemingly small amount of decay is that

the planned orbital parameters (such as the Periapsis and

Apoapsis) at Mars orbit insertion may be influenced. This

unforeseen change must be corrected before Mars arrival

Phase. On the other hand, if the expected orbital parameters

and hence the retro velocity requirement are not critical

(stringent requirement), fluctuation of this magnitude

(157.6 m) may not influence the craft’s safe Mars orbit

insertion.

Fig. 8 Schematic diagram of

Orbital decay effect

(circularization) on Mangalyaan

in Martian orbit

Fig. 9 Mangalyaan (a) mean

periapsis height and (b) decay

rate during first 100 days of

Martian trajectory
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Figure 8 shows the computed decay profile of the

spacecraft after its insertion into Martian orbit. The Mar-

tian atmosphere causes a drag only on a small part of the

planned 365 km 9 80,000 km elliptical orbit. Since the

density in Mars atmosphere is only about 1 % of that of the

Earth, drag effect is expected to be very minimal. How-

ever, this becomes important over a long term. For a very

small decay of apoapsis, the periapsis would decay by a

large amount and thus, eventually the orbit would be cir-

cularized. Under such scenario, the orbit decays faster and

would theoretically crash into Martian atmosphere. Fig-

ure 9(a) and 9(b) show (a) the mean periapsis height and

(b) decay rate of Mangalyaan during 100 days trajectory

after Mars orbit insertion. Our result shows a total decay of

about 700.8 m and a decay rate of up to 9 m/day in

areocentric orbit. Our computation is based on the actual

observed indices of solar and geomagnetic activity as in-

puts between September 24, 2014 and December 31, 2014

(after MOI), and assumed atmospheric density profile of

Mars. Calculation (and/or model) of Mars atmosphere is

based on Mars–Earth atmosphere (about 1 %) and tem-

perature ratio using the NRLMSISE-00 empirical model.

We are now working on developing approximate Martian

atmosphere density model for more accurate calculation

and/or prediction. This will be submitted elsewhere.

8. Conclusions

In this study, natural perturbing forces associated with

Mars (and/or interplanetary) mission during geocentric,

heliocentric and Martian trajectories have been identified

and their possible effects analyzed. These forces are mainly

planetary and/or solar-forcing-induced. Earth’s oblateness

(J2), Third body (solar and lunar), solar radiation pressure,

solar energetic radiation environment and atmospheric drag

forces can influence the trajectory of the mission. We also

have modeled the impact of atmospheric drag force on

Mangalyaan Mars orbiter mission as a function of appro-

priate space environmental parameters during about

28 days of geocentric trajectory, 300 days of heliocentric,

and 100 days of areocentric trajectory. We have found that

for a total perigee height boost of about 250 km (in Earth

orbit), the cumulative orbit decay can be approximately

720 m. Our computation suggests that approximate altitude

variation was up to 158 m with respect to the sun during

300 days of interplanetary journey toward Mars. After

MOI, the total decay experienced by the spacecraft would

be about 701 m with decay rate of up to 9 m/day during

100 days of Martian trajectory based on Mars–Earth at-

mosphere density ratio. In our analysis, we find that in all

the three phases, only minor corrections are required. With

actual density model of the Martian atmosphere, we are

now in a position to compute drag over the whole solar

cycle and the results will be published in another paper.
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